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Abstract—This work studies the capacity region when three
nodes{1, 2,3} communicate with each other by sending packets
through unreliable wireless medium. For each time slot, wih
some probabilities a packet sent by node may be received by
both of the other nodes; and k; received only by nodej (or
node k); or received by neither node. Interference is avoided
by enforcing that at most one node can transmit in each time
slot. We assume that node can always reach nodej, possibly
with the help of the third node k, for any ¢ £ j pairs (thus the
term fully-connected). One notable example of this model isny
CSMA-based Wi-Fi network with 3 nodes within the hearing
range of each other.

We consider the most general traffic demands possible in this
setting. Namely, there are six private-information flows wih rates
(R1H27 .leﬁe,7 R2H17 .Rzﬁe,7 R3*)17 R3*>2), respectively, and three
common-information flows with rates (Ri—23, Ro—31, R3—12),
respectively. We characterize théd-dimensional Shannon capacity
region within a gap that is inversely proportional to the padet
size (bits). The gap can be attributed to exchanging recepn
status (ACK/NACK) and can be further reduced to zero if we
allow such feedbacks to be transmitted via a separate contro
channel. For normal-sized packets, sayl2000 bits, our results
effectively characterize the capacity region for many impatant
scenarios, e.g., wireless access-point networks with alieto-client
cooperative communications, and wireles@-way relay networks
with packet-level coding and processing. Technical contbiutions
of this work include a new converse for many-to-many network
communications and a new capacity-approaching scheme bake
on simple linear network coding operations.

Index Terms—Packet Erasure Networks, Packet Erasure

Channels, Channel Capacity, Network Coding

I. INTRODUCTION
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(a) 3 nearby nodes (b) The3-node Packet Erasure Network

Fig. 1: lllustrations of the3-node Packet Erasure Network in
this work: (a) There are nine co-existing flows possible in
general.

that LNC can provide substantial throughput gains over the
traditional 802.11 protocols in a practical environment.

Despite the above promising results, our NIT understanding
is still nascent for networks with general traffic patterns.
When there are onl2 nodes in the network with two co-
existing information flows of opposite directions, Shannon
[5] provided the first inner and outer bound pair for this
simple scenario. The setting of Shannon’s work was later
generalized under the names of théerminal communication
channels [6] and the discrete memoryless network chanhel [7
For arbitrary traffic patterns, the simple cut-set outerrabu
[8, Section 15.10] is often used, which in general is not
tight. Despite the continuous development of the cut-ssed
bounding techniques, e.g., [9] for the deterministic nekso
and [10] for general noisy networks, finding the capacity
region for networks of general topology and traffic patterns
is still an open problem.

One of the driving forces that enable high-rate, ubiquitous There are at least two difficulties when finding the capacity

network communications is the continuous development

of network communications. Firstly, the information tréars

Network Information Theory (NIT), which characterizes howWwrom node A to node B may alter the channel of another
much information one can possibly send through a netwomnlansmission. For example, due to the lack of full-duplex
reliably and thus provides guidance on how to design highardware, transmission from node B to node A may be
performance (optimal or near optimal) practical network-pr completely impossible when node A is sending information to
tocols. One notable example in the recent NIT developmamtde B. Such a dependence among the point-to-point channels

is the emergence of Linear Network coding (LNC) as

@within a network was succinctly characterized by thevay

promising technique in modern communication networks. Fatodel in [5]. Secondly, if there are multiple co-existingio

the single-multicast traffic, it is well known that LNC stilic

in a multi-hop network that go in different directions, then

outperforms non-coding solutions and can achieve the @gpaeach node sometimes has to assume different roles (sag, bein
for error-free networks[1l] and random erasure networksa sender and/or being a relay) simultaneously. An optimal
[2]. Recent wireless testbeds [3], [4] have also demoreddratsolution thus needs to balance the roles of each node either

This work was supported in part by NSF grants: CCF-0845983C&-
1407603, and CCF-1422997. Part of this work was presenté8lih2015.

J. Han is with the Next Generation and Standards in Intelsbbiro, OR
97124 USA (e-mail: jaemin.han@intel.com).

C.-C. Wang is with the School of Electrical and Computer Begring, Pur-
due University, West Lafayette, IN 47907 USA (e-mail: chi@purdue.edu).

Copyright (c) 2014 IEEE. Personal use of this material isrited.

through scheduling [11], [12] or through ingenious ways of
coding and cooperation [7], [13]. Also see the discussion in
[6] for the very detailed case studies for a simplode
network. Due to the inherent hardness of the problem, the
network capacity region is known only for some scenarios,
most of which involve onlyl-hop transmissions, say broadcast



channels or multiple access channels, and/or with all co- Riso
existing flows in parallel directions (i.e., flows not formgin @_) Ry_s03
cycles). As will be seen later, our capacity results comside
multi-hop transmission with flows in arbitrary directions.

In this work, we study the&-node network, Fig. 1(a), with (a) A 1-t02 PEC
the most general traffic requirements. Namely, there are six
co-existing private-information flows with raté®;_,», R1_3,
Ry_1, Rooy3, R31, R3—,2), respectively, in all possible di-
rections; and there are three co-existing common-infaonat
flows with rates(R;_,»3, Ra—31, R3—12), respectively, from
a node to the other two nodes. We are interested in char- (c) A Two-way relay PEC (d) A Two-way relay PEC
acterizing the corresponding 9-dimensional Shannon dgpac w. opportunistic routing
region. To simplify the analysis, we consider a simple but.
non-trivial noisy channel model, the random packet eras
network (PEN). That is, each node is associated with its o
broadcast packet erasure channel (PEC) such that each
can choose a symbok € F, from some finite fieldF,,
transmits the symbak, and a random subset of the other tw
nodes will receive the symbol, see Fig. 1(b). The symkKol
is sometimes called a packet of sizg,(q) bits. We assume

R1—>3

(b) PEC w. receiver coordination

Ri3 R34 Ry 3 R3_51

. 2: Special examples of tlienode Packet Erasure Network
EN) considered in this work. The rectangle implies the
rlcga)gdcast packet erasure channel (PEC).

Qirst characterize the exa®dimensional Shannon capacity
region for Scenario 1 when the causal ACK/NACK feedbacks

. : . .. are immediately available for free through a separate obntr
tlme_-sharlng among all three nodes so that interferenaslis f. crrannel. For the more practical setting of Scenario 2 where t
avoided. In this way, we can concen'Frate_on th_e tOF.)Ol.()gmé’lontrol messages have to be sent through the forward erasure
effects and the broadcast-channel diversity gain withi@ ﬂ&hannel the capacity for the fully-connectaaode PEN is

network. then characterized with a gap inversely proportionabtg (q).

Specifically, we consider one of the following two scenarios., . . . .
S 0 1 Motivated by the th hout benefit of th sYh|s gap is due to the need of exchanging the reception status
ceharlo otivated by Ine througnput benent of the caus CK/NACK) within the network. The technical contributien

packet ACKnowledgment feedback for erasure networks [1 . .
this work include a new converse for many-to-many net-

[sgguélf;]_c[iﬁlallrll ﬂ;\slafl(;%?:r;g \gﬁe a:r?tlijgenterl‘:\fotn(e ;;::g;work communications and a new capacity-approaching scheme
y ased on simple LNC operations.

packet transmission through a separate control channel for, - . : .
free. Such assumption can be justified by the fact that theEt is worth noting that the consideratinode PEN contains

length of ACK/NACK is 1 bit, much smaller than the size of 12y |mpt())rtant praCtICE|l| ajdftheoretlcarllly L?terzstmgrmr-c
a regular packet. Ios as sub-caseg&xample 1: If we set the broadcast PECs

of nodes2 and 3 to be always erasure (i.e., neither nodes

Scenario 2 In this scenario we assume that there is r_1oan transmit anything), then Fig. 1(b) collapses to Fig).2(a

inherent feedback mechanism. Any ACK/NACK signal, i . . . .
: he 2-receiver broadcast PEC scenario. The capacity region
there is any, has to be sent through the regular forwal . ; . A :
12, R13, R123) derived in our Scenario 1 is identical

channels along with information messages. As a result, L X )
achievability scheme needs to balance the amount of infor%gythe existing results in [14], [L8Fxample 2: Instead of

. . setting the PECs of nod@sand3 to all erasure, we sek,_,1,
tion and control messages. For example, suppose a partlcgﬁ R R R R to be zeros. Namelv. we
coding scheme chooses to divide the transmitted padket >3 371 “i3=2, 27231 11312 BN Y, V

) . till allow nodes2 and3 to transmit but there is no information
into the header and the payload. Then it needs to careful hssage emanating from nodesnd3. In this case. node
decide what the content of the control information would be 9 g : ’

and how many bits the header should have to accommodate Ao potenhal!y be a relay that helps forwarding those nbde-
. . T L packets destined for nod® and node3 can be a relay for
control information. The timeliness of delivering the cart

. L . . . flow 1 — 2, see Fig. 2(b). This work then characterizes the
messages is also critical since the control informationt s

through the forward erasure channel, may get lost as W§hannon_capa0|%YRHz_,RH3,RH23) of a broadcast PEC
with receiver coordination.

Therefore, some critical control information may not agrin Example 3: If we set R R R R
time. Such a setting in Scenario 2 is much closer to practice pie o 152, 721, P23 1352, =23

: . . . R .31, R3_,1» to be zeros and prohibit any direct commu-
as it considers the complexity/delay overhead of the coding . .

. . nication between nodes and 3, Fig. 1(b) now collapses to

solution. In Scenario 2, we also assume that3hede PEN _. ; : . ;
. : _ ) . Fig. 2(c), in which node2 is a two-way relay for unicast
is fully-connectegli.e, node can always reach nodepossibly

. : . o flows 1 — 3 and 3 — 1. The results in this work thus
with the help of the third node:, for any i # j pairs. _characterizes the Shannon capacity regidi s, Rs 1) of

The formal definition of fully-connectedness is provided ihis two-way relay network Fig. 2(c), which is identical to
Definition 2 of Section 111-B. Note thahe fully-connectedness . . : ' o
the existing result in [25]Example 4: If we additionally

IS assu_med iny in Scenaria XNher_I the causal receptlonaléow direct communication between nodeand3, Fig. 1(b)
status is available for free (Scenario 1), our results do no

need the fully-connegtedness assumptlon: 1in [11], the LNC capacity of Fig. 2(b) was characterized, thé most
The main contributions can be summarized as follows. Veneral Shannon capacity region was unknown in [11].



now collapses to Fig. 2(d). Namely, when nobtlés sending  The channel behaviors of ttlBenode PEN can be described
packets to the relay nod® the packets might be overheardy the following definitions. For any time sldt we use a
directly by the destination nod® If indeed node3 overhears 6-dimensionalchannel output vectoZ(t) to represent the
the communication, then nodecould inform node2 oppor- reception status of the entire network:

tunistically that there is no need to forward that packet to

node3 anymore. Such a scheme is caltggportunistic routing 2(t) = (Z1-2(t), Z153(1), 221 (1), Z23 (1),
and testbed implementation [4] has shown that opportanisti Z31(t), Zzoo(t)) € {1,€}°,

routing can potentially improve the throughput bgx. The where Z, »(t) = 1 and ¢ represents whether node can

results in this work thus characterize the Shannon capag.qive the transmission from nodeor not, respectively.

region (Ri3, l31) of Fig. 2(d), which allows for the \yo asqume that tha-node PEN is memoryless and sta-
possibility of both opportunistic routing and two-wayagl tionary? i.e., we allow arbitrary joint distribution for thé

codi_ng. The Shannon_cgpacity region computed by this Wogk - qinates ofZ(t) but assume thaZ(t) and Z(t,) are

again matches the existing result in [12]. independently and identically distributed for ahy+# t2. We
In summary, most existing works on packet erasure n Se pin 2 Prob(Zss,(t) = 1,Z,.1(f) = 1) to denote

H H H H 1] - 1] - bl 11— -
\['ﬁr]ksi 12;’“’& 4S]tu[dllg]do?lte?lleﬁofvscg;g?rlsgt?r?g f}l:’c‘)"’; t[hgg, S[:r]T’]ethe probability that the packet transmitted from nodés
' ' ' > successfully received by both nodg¢sand k; and usep, . ;-
node [11], [16], [20], [21], [23)], [26], [27]. By charact@ing 4 genote the probabilitProb(Zi ., () — 1, Zi x(t) — &)
the most general-dimensional Shannon capacity region with - 0 je: packet is successfully received by nogléut not

3;%21%23}'&%2?252}5&Lhr:iscz\:{grlfssfvrgpmﬂ%émFE’é(l)\lV.ew by nodelz. Probabilityijk is defined symmetricf'zl.lly. Define
The rest of the paper is organized as follows. Section fff‘*jv’“ - piﬁf’“;pi_’j’a—i_piﬂ@ as tEe probkablllty éhgt ?t
formulates the problem. The main results of this work are th%ast gne of nodeg and k recelvis the packet, and define
general9-dimensional Shannon capacity region and the cdfi?? . Pi—ik TPisk (esp.pi—k = pisjr +P;7) as the
responding capacity-approaching simple LNC scheme, Whi(r:rhargmal reception probability from nodeto node; (resp.
are presented in Section lll. Section IV applies our resuI?sOdek)' We also assume that the random proceae) - v}

. . ; . IS independent of any information messages.
to some important practical scenarios, numerically evakia : . S

. : . ... Assume synchronized time-slotted transmissions. To model
the capacity region, and compares them with some existi

n
suboptimal solutions. Section V provides the detailedifin m%rference, we assume that only one node can successfully

. Eransmit at each time slat € {1,---,n}. If two or more
and a new converse proof for the Shannon capacity Ouneordes happen to transmit in the same time slot, then both
bound. The details of our simple LNC achievability scheme PP !

) ) . . . . transmissions will fail. More specifically, we define the-fol
are provided in Section VI. Finally, Section VIl discussemg lowing scheduling decisiobinary variables(#) for any node
interference models and Section VIl concludes the paper. 9 9 Y i y

i € {1,2,3}. Namely,o;(t) = 1 represents that nodedecides

to transmit at time ando; (t) = 0 represents not transmitting.

Any transmission is completely destroyed if there are two or

A. Broadcast Packet Erasure Channels more nodes transmitting simultaneously. For example, ss@p
For any positive integerk’, a 1-to-K broadcast packet node i decides to transmit a packeX;(t) € F  in time ¢

erasure channel (PEC) is defined as to take an ifpditom (thus o;(t) = 1). Then, only wheno;(t) = ox(t) = 0 can

a finite field F, with sizeq > 0 and output ak’-dimensional nodei transmit without any interference. Moreover, only when

vectorY = (Y7,Ya,---,Yk). We assume that the input isZ;,(t) = 1 will node h # i receiveY;_,,(t) = X;(t).

either received perfectly or completely erased, i.e., eathut In all other cases, nodk receives an erasurg,_,,(t) = ¢.

Y, must be either the inpuX or an erasure symbeal where We summarize this interference and erasure model by the

Y: = € means that thé-th receiver does not correctly receiveollowing definition.

the inputX. As a result, the reception status can be described

by a K-dimensional binary vecto?. = (Z,,Zs, -+ ,Zk) Yion(t) =

where Z;, = 1 and ¢ represents whether thie-th receiver i=h

successfully received the inpUdf or not, respectively. Any

given PEC can then be described by its distribution of the
binary reception statug. C. Joint Scheduling and Network Coding Scheme Under Sce-

nario 2

B. Memoryless-node Packet Erasure Network Over the 3-node PEN described above, we consider the
Alowing 9-dimensional traffic flows:6 private-information
ows with rates (Ri—2, R13, Roy1, Roy3, R31, R352),

di spectively; and3 common-information flows with rates
R1_,23, Ro—y31, R3-512), respectively. NamelyR;_,»3 repre-

gents the rate of the common-information message from node

Il. PROBLEM FORMULATION

if 0;(t) =1,0;(t) =ox(t) =0,
andZ;,,(t) =1 (1)
€ otherwise

Xi(t)

Consider a network of three nearby nodes labeled
{1,2,3}, see Fig. 1(a). For the ease of exposition, we will u
(i,7,k) to represent one of three cyclically shifted tuples
node indices{(1,2,3),(2,3,1),(3,1,2)}. The 3-node Packet
Erasure Network (PEN) is then defined as the collection
three separaté-to-2 broadcast PECs, each from nodi® the 2The 3-node PEN is a special case of the discrete memoryless retwor
other two nodeg andk for all : € {1,2,3}, see Fig. 1(b).  channel [7].



1 to both node® and3. We useﬁi* £ (Rij, Risk, Risjk)  see (2). Note that the received symb[:ﬂsi]ﬁ‘l may contain

to denote the rates of all thre=flows originated from node both the message information and the control information.

i, for all ¢+ € {1,2,3}. We use a9-dimensional rate vector (5) ensures that the “timing” of the transmissiey(t) cannot

R £ (Ry,, Ry., Rs,) to denote the rates of all possible flowbe used to carfythe message information. Once each node

directions. decides whether to transmit or not, it encodést) based on
Within a total budget of: time slots, node would like to its information messages and what it has received from other

sendnRR;_., packets (private-information messages), denoteddes in the past, see (3). In the end of timeeach node

by a row vectorW,_,, to nodeh # i, and would like to send decodes its desired packets based on its information messag

nR;_, ;, packets (common-information messages), denoted dgd what it has received, see (4).

a row vectorW,_, ;;, to the other two nodes simultaneously. We can now define the capacity region.

Namely, the unit of the rate vectdt is packets per time slot, pefinition 1. Fix the distribution ofZ(¢) and finite fieldF,,.
where each information message packet logs(q) bits and A 9-dimensional rate vectoR is achievable if for any >

is chosen independently and uniformly randomly from afinitg there exists a joint scheduling and network code scheme

field F, with sizeg > 1. . with sufficiently largen such thatProb(W,; # W,;) < €
For the ease of exposition, we defiWé. = Wi_,;UWi.  for all ; € {1,2,3}. The capacity region is the closure of all
UW,_,;, as the collection of all messages originated frO'Hchievableﬁ.

node i. Similarly, we defineW,; = W,_,; U W,_,;; U
W;H%- UW,Hl_-j as the cqllectlon of all messages dest_lned t|9 Comparison between Scenarios 1 and 2
nodei. Sometimes we slightly abuse the above notation and ) ) ) _
define Wy, ;1. 2 W, U W,, as the collection of messages The previous formulation focuses on Scenario 2. The dif-
originated from either node or node;. Similar “collection- ference between Scenarios 1 and 2 is that the former allows
based” notation can also be applied to the received symbH}§ use of causal ACK/NACK feedbacks for free. As a result,
and we can thus defind.;(t) £ {Y;_(t), Yii(t)} and for Scenario 1, we simply need to insert tbausalnetwork-
Y. (t) £ {Vi,;(t),Yix(t)} as the collection of all symbols wide channel status inf(_)rmatic[Z]i‘_l in the input arguments
received and transmitted by nodeuring timet, respectively. Of (2) and (3), respectively; and insert tiogerall network-
For simplicity, we also use bracket¥ to denote the collection Wide channels status informatigi|} in the input argument
from time 1 to ¢. For example[Y,;, Z]:~" is shorthand for the of (4). The formulauqn of Scenario 1 thus becomes as follows
collection {Y;_,;(7), Yioys (1), Z(7) : ¥r € {1, --- ,t —1}}.  Vie{l,---,n} andVie{1,2,3},

Recall that two scenarios were discussed in Section I. That

—(t
is, causal ACK/NACK feedback can be transmitted for free in oi(t) = ficl.,z‘([Y*iv z)7), (6)
Scenario 1 but has to go through the forward channel when in Xi(t) = TE”(WW (Y., Z)1 ), @)
Scenario 2. We first focus on the detailed formulation under « _ "
Scenario 2. W, = G;(Wis, [Yai, Z]7), (8)

Given the rate vectort, a joint scheduling and networkyhjle we still impose no-timing channel information (5).
coding scheme is described By binary scheduling functions: Obviously, with more information to use, the capacity regio

vtef{l,---,n} andvie{1,2,3}, under Scenario 1 is a superset of that of Scenario 2, which
() qt—1 is why we use overlines in the above function descriptions.
Gl(t) - fSCH,i([Y*'L]l ) (2) E . . . .
ollowing this observation, we will outer bound the (lafger
plus3n encoding functions?¢te{1,---,n} andvie{1,2,3}, capacity of Scenario 1 and inner bound the (smaller) capacit
Xi(t) = f(t)(W- Y]t ) 3) of Scenario 2 in the subsequent sections.
LA peo LBl 5 Without loss of generality, we can further replace the dis-
plus 3 decoding functionsyi € {1,2, 3}, tributed scheduling computation in (6) (each ned®mmputes
. its own scheduling) by the following centralized schedglin
W.i = gi(Wis, [Yail?). (4)  function
To refrain from using the timing-chanielechniques [28], _ F® t—1
we also require the following equality o(t) = feeullZl) € 41,2,3}, ©
I([o1,02,03]7; W{1,2,3}*) =0, (5) 4For example, one (not necessarily optimal) way to encode iditide

a packetX;(t) into the header and the payload. The messadés will

A i : A be embedded in the payload while the header contains caonfaination
Where[( ’ ).IS the mutual mformauqn anW{17273}* Wl*.‘ uch as ACK. If this is indeed the way we encode, then (5) regquihat
UW2.UWs3, is all the9-flow information messages as define@ansmit decision depend only on the control informatiothia header, not the

earlier. messages in the payload. Note that the control informatiss chot necessarily

it ; ; eed to be ACK. For example, a scheme may choose to transendutinent
IntUItlvely’ at every time, each node decides whether td eue lengths instead of ACK and uses only the queue lengtidedide

. ) ) : u
transmit or not based on what it has received in the pa%hether a node should transmit or not. If that is the casestheme will

then put the queue lengths of other nodes in the header ofaitlets sent to

3We believe that the use of timing channel techniques will aitgr the nodes, those[Yﬂ}tl’1 packets. Nodé will decide whether to transmit or not
capacity region much when the packet size is large. Ondigagion is that based only on the queue length information it receives. éSthe evolution
the rate of the timing channel is at most 3 bits per slot, whichegligible of the queue lengths are independent from the message synthelmutual

compared to a normal packet size 1000 bits. information condition (5) will hold naturally.



that takes the values in the set of three nofie®, 3}. That Proposition 1 considers arbitrary, possibly non-lineaysva
is, o(t) = ¢ implies that only node is scheduled to transmit of designing the encoding/decoding and scheduling funstio

in time ¢. in (7), (8), and (9), and is derived by entropy-based anslysi
To prove why we can replace (6) by (9) without loss oProposition 1 can also be viewed as strict generalization of
generality, we first introduce the following lemma. the results of the simpler settings [16], [20].
Lemmal. Without loss of generality, we can replace (6) by The brief intuitions behind (11) to (13) are as follows. Each
the following form: variable s counts the expected frequency (normalized over
—® i1 the time budget:) that nodei is scheduled for successful
oi(t) = feoni([Z]1), (10) transmissions. As a result, (11) holds naturally. (12) is a
which is still a binary scheduling function but the inpusimple cut-set condition for broadcasting from nadeOne
argumentY,;];~! in (6) is removed. main contribution of this work is the derivation of the new

3-way multiple-access outer bound in (13). The LHS of (13)

intuition behind the proof is to show that since the inforimiat contains all the information destined for nodeThe term

; . . (k) . i i
equality (5) must hold, knowing the past reception statds Pi—i 75" "Pk—i ON the RHS of (13) is the amount of time
[Z]:~1 is sufficient for the scheduling purpose slots that either nod¢ or nodek can communicate with node

1 .

Lemma 1 ensures that we can replace the scheduling décﬁs,a result, it resembles a multiple—access cut co_nditi‘on .o
sion (6) of each individual nodieby (10). We then observe that? YYPical cut-set argument [8, Section 15.10]. What is speci

every node makes its scheduling decision based on the sarm?our setting is that, since nodemay have some private-
input argumeniZ]:~!, which, in Scenario 1, is available to al'”

ormation for nodek and vice versa, sending those private-
three nodes for free via a separate control channel. Tmefdnformation has a penalty on the multiple access channei fro
it is as if there is a centralized scheduler in Scenario 1 afl

gdes{j, k} to nodei. The last term on the RHS of (13)
the centralized scheduler will never induce any schedulir‘?g?’am'f'es such penalty that is inevitable regardless oftwha
conflict. As a result, we can further replace the individuéﬂ

nd of coding schemes being used. The proof of Proposition 1
scheduler (10) by a centralized global scheduling func{#)n

The proof of Lemma 1 is relegated to Appendix A. Th

and the detailed discussions are relegated to Section V.

whereo(t) = i implies that node is the only scheduled node Rémark: In addition to having a new penalty term on

in time . the RHS of (13), the3-way multiple-access cut-set condition
In summary, under Scenario 1, the joint network coding arid3) iS surprising, not because it upper boundsdambined

scheduling solution is described by (7), (8), and (9). Heee whformation-flow ratefrom nodes{j, k} entering node but

do not impose (5) anymore since the centralized scheduler fgcause, unlike the traditional multiple-access uppentis
satisfies (5) naturally. we do not need to upper bound the individual rate from node

j (resp.k) to nodes.
l1l. M AIN RESULTS . More spe_cifically, a traditional multi-access channel capa
IP/ result will also upper bound the ratB;_,; + R;_; by

p 'I;he m‘?‘c;” rt(;sults can_tbe stumrganzzd ?stégllozjvs. FYéeNW@onsidering the cut from nodg to node: (ignoring nodek
IrSt provide the capacily outer bound o node completely). If we follow the above logic and write down

of Scenario 1 in Section IlI-A. The capacity-achieving LN aively the “cut condition” from node to i, then we will
scheme of Scenario 1 and the similar capacity—approachw e '

inner bound of Scenario 2 are provided in Section IlI-B.

) L <@y Pj—i o
A. Capacity outer bound df-node Packet Erasure Network Rjmsi & Bjmki < 877 Pji Dihvi Rjst (14)
Propositionl. For any fixedF,,, a9-dimensionalf? is achiev- . S
able under Scenario 1 only if there existnon-negative WhereR;_,; +R;_; is the rate from nodesto i, s -p;_,;
variabless(® for all i € {1,2, 3} such that jointly they satisfy iS the successful time slots, ané=>-R;_,;; is the penalty

j—kV

the following three groups of linear conditions: term. One might expect that (14) is also a legitimate outer

e Group 1, termed théme-sharing conditiophas 1 inequality: boun_d. It turns out that (_14) is not an o_uter bound and one
can find some LNC solution that contradicts (14).

d>oos<l (11)  The reason why (14) is false is as follows. TN&,_.;
vie{1,2,3} packets may not necessarily go directly from ngde node:
e Group 2, termed théoroadcast cut-set conditiprhas 3 and it is possible that nodecan also help relay those packets.
inequalities: For alt € {1,2,3}, As a result, how frequently nodeis scheduled can also affect
, the number oW ,_,; packets that one can hope to deliver from
o . o @) . I
Rivsj + Ricoh & Ricyji < 877 Picsjvi: (12) nodej to nodei. Since (14) does not involv&®), it does not

e Group 3, termed th8-way multiple-access cut-set conditionconsider the possibility of nodé relaying the packets for

has 3 inequalities: For alle {1,2,3}, nodej. In contrast, our outer bound (13) indeed captures such

a subtle but critical phenomenon by grouping@jL,;, Ry,

Rj ki Rk—ij, Rj—k, andRy_,; as a whole and upper bounds

_ ( Dj—i R+ Pk—i Rk—m‘) . (13) itwith the (weighted) sum of scheduling frequencies of rode
Pj—kvi Pk—ivy j andk.

Ry + Rjpi + Rpyi + Ry < 50 “Djsi Tt s pry




B. A Capacity Approaching LNC Scheme In short, the constant termgg in (16) quantifies the
Scenario 2 requires the network to be fully-connecte@verhead of sending the ACK/NACK feedbacks through the
which is defined as follows. forward erasure channel in Scenario 2 and can be setirto
Scenario 1.
Since both the outer bound and the achievable regions can
e computed by an LP solver, one can numerically verify

Definition 2. In Scenario 2, we assume thteenode PEN
is fully-connectedin the sense that the given channeé)

repepuon probabilities satlsfy ?'thefp“._"? > 0 that for all possible channel parameters, the rate regiéns o
N (piy iy, Pis—iz) > 0 for all distinctiy, ip, is € {1,2,3}. Propositions 1 and 3 of Scenario 1 always match. We can
~ Namely, nodei; must be able to communicate with nodectually prove this observation by analyzing the undegyin
iz either through the direct communication (i.:, i, > 0) linear algebraic structures of the two LP problems.

or through relaying (i.emin(pi, i, pis i) > 0). Note that 5 position 4. The outer bound in Proposition 1
in Scenario 2, the control messages have to be sent thro % the closure of the achievable region in

the regular forward channel as well. The fuIIy-connecte*ststnel:,roposition 3 match for all possible channel parameters

assumption guarantees that feedback/control informatiom Iig P b= ¢ Y(i,j,k)}. They thus describe the
ﬁﬁa ' Pisikr Pisik - rJs :

b_e sent successfully from one node to any other node, eit respondind-dimensional Shannon capacity region under
directly or through the help of another node. Scenario 1

We also need the following new math operator. ] _
From the above discussions, one can see that even for the

Definition 3. For any 2 non-negative values. and b, the more practical Scenario 2, in which there is no dedicated

operator nzmin{a, b}, standing for non-zero minimum, iSoqqnack control channels, Proposition 2 is indeed capacit

defined as: approaching when th8-node PEN is fully-connected. The
) max(a,b) if min(a,bd) =0, gap to the outer bound is inversely proportionalld@,(q)
nzmin{a, b} = min(a,b) if min(a,b) # 0. and diminishes to zero if the packet sikez,(q) (bits) is

N _ N _ ~large enough. In real life, the actual payload of each packet
Intu!tlvely, nzmin{a, b} is the minimum of the strictly positive is roughly 10* bits and the gap is thus negligible unless the
entries. reception probabilitieg;_,; or p;_,; is extremely small.

Proposition2. For any fixedF,, a 9-dimensionali? is LNC- The proof of Proposition 3, i.e., an achievability scheme fo
achievable in Scenario 2 if there exisi non-negative vari- the simpler case of publicly available feedback (Scenajjo 1
ablest” and {t[(g')l] 4 for all i € {1,2,3} such that jointly is provided in Section VI. When causal feedback is not freely
they satisfy the following three groups of linear condion available (Scenario 2), Proposition 2 needs a scheme that
handles when and how to send the control information through
the forward erasure channel. Such a scheme is provided and
Z t[(l:lL]) + t[(ci,)l] + t[(é,)Q] + t[(ci?3] + t[(ci?4] < 1—trg, (15) analyzed in Appendix B. This scheme can be viewed as a strict
Vie{1,2,3} generalization for the simpler scheme in Section VI. Theopro

of Proposition 4 is relegated to Appendix E.

e Group 1, termed théme-sharing conditiophas 1 inequality:

wheretgg is a constant defined as

trg 2 Z _3 , (16) C. Comments On The Finite Size And The Fully-Connected-
viciesy 1082(a) - nzmin{pi;, pik} ness Assumption
e Group 2 has 3 inequalities: For alf,j,k) € {(1,2,3), We note that when the _finite field_ _siz&e] is small, _the gap
(2,3,1),(3,1,2)}, between t_h_e outer bou_nd in Prop03|t_|on 1 and t_he inner _bound
_ in Proposition 2 can still be substantial. We believe thathim
Rij+ Risk + Rinsji < t[(j]) “Pisjvi- (17) smallF, regime, the inner bound can be further improved. The

reason is that, as will be seen in Appendix B, the bound in
Proposition 2 is obtained by analyzing a scheme that trassmi
the feedback information in a very crude way. Namely, it first
Pk < (t(i) +t(i) ) o converts the feedback information into a binary vector and
[e: 1] T e8] ) " Pim (18) then send the entire vector to all nodes. This provides more

e Group 3 has 6 inequalities: For aft,j, k) € {(1,2,3),
(2,3,1),(3,1,2)},

(Ri—>j + Ri—>jk)

Pi—jvE

n (t(k) e ) D than enough information for each node. Although the penalty
[e.21 ™ Te,31 ) " PR of such scheme is negligible whenis large, a better design
(RHk n Rij) Dis ik < (t[(é)ll + t[(ci)4]) Piskt could significantly reduce the amoun_t of information neaegs
Di—jVk ’ ’ (19) for smallq value. For example, whepis extremely small, say
n (t[(cj)z] + t[(cj)4]) Djske q = 2, then each packet contains oryg,(¢) = 1 bit. Then
‘ ’ after sending each packet (each bit), our scheme will then

Proposition3. Continue from Proposition 2. If we focus onspend a roughly equal amount of time slots to send feedback
Scenario 1 instead, then the rate veoﬁ)'rs LNC-achievable (also1 bit) for the 1-bit packet. In the end, roughly half of

if there existl5 non-negative variable%j]) and {t(g?l 3, for its resources is on sending feedback information, which is
all 7 € {1,2,3} such that (15), (17) to (19) hold while we setlearly suboptimal since even without feedback we can aehie
trg = 0 in (16). a substantial throughput rate simply by using tradition&$1



codes. The (near-) optimal code design for smal beyond and1 common-information flow of raté?; ,»3. See Fig. 2(a)
the scope of this work. for illustration. In this scenario, we assume that only

We close this section by discussing some degenerate ssede 1 can transmit and node2 and 3 can only listen
narios and the related fully-connectedness assumption. Wed send ACK/NACK feedback after each packet trans-
first consider Scenario 1, which does not require the fullyaission. This simple 1-to-2 broadcast PEC can be viewed
connected assumption. It is possible that in Scenario 1, we a special example of the general problem by setting
havep;_,;vrx = 0 for some(s, j, k), which implies that (18) p,_3v1 = p3—1v2 = 0, and by hardwiring the unused rates
and (19) being undefined. However, when, jvi = 0, it is  {Ra_1, Ro3, R31, R3—2} and {R»_,31, R3_,12} t0 zeros.
simply impossible to send any messages out of nodes a One can thus use Proposition 1 to compute3tBmensional
result, we can replace the (undefined) (18) and (19) by a haabacity region( R;_,», R1-,3, R123) of the 1-to-2 broadcast
condition R;_,; = R;,x = Ri_;x = 0. Proposition 4 still PEC. More explicitly, by setting® = 1 ands(® = s®) =0,
holds after such a simple revision. (13) with ¢ = 2 leads to the following (20) and (13) with= 3

We now consider Scenario 2. We note that Propositioni@ads to the following (21):
holds only when the network is fully-connected. Actually,

when the network is not fully-connected, the denominator Rio+ Ri03 < p1o — P12 Ry 3, (20)

of (16) may be zero and (16) becomes undefined. When pjlj?_z)\f

the network isnot fully-connected, it is an interesting open Ry 34+ Ri523 < p1y3 — P 3R1—>2- (21)
—2V

problem what the actual capacity region is going to be.
Specifically, the outer bound (Proposition 1) still holdeev  As expected, the capacity regiofR?;_», Ri 3, R1_23)
when the network is not fully-connected. However, there atiescribed by (20) and (21) is identical to the existihgp-
reasons to believe that the outer bound is not tight anymogebroadcast PEC capacity results in [14].

For example, suppose_,3v1 = 0, i.e., the PEC from nod2

is completely erasure, there is no dedicated control cHanne

and any feedback has to be sent through the forward chanfiel,Example 2: Thel-to-2 Broadcast PEC With Receiver
i.e., Scenario 2 but being not fully-connected. In this egan Coordination

node2 is completely “in the dark”. Note that being in the dark 5nother special example is thieto-2 broadcast PEC with
does not mean that we cannot send messages 0 NJB® o cejver coordination, see Fig. 2(b). In this scenario,enbd

example, we can use an MDS code to send messages figffj jikes to communicate and ser&iflows to nodes? and
nodesl to node2. When the MDS code rate is slightly lowers |, .+ rates(Ry_2, R1_s3, R1_s23). However, we allow nodes

than the success probability >, then node can receive the 5 43 to communicate with each other with the constraint
correct messages with high probability without sending agya: \whenever node (or node3) transmits, nodel has to

ACK. However, when node is in the dark, neither node o ain silent. The communication between noglemd3 can
nor node3 can be made aware of the reception status of Noflg ;seq either to relay some overheard packets to the irdende

2. Therefore, the classic network coding techniques in [16] Qjestination, or to send carefully designed coded packets th
not apply in this scenario. How to characterize the Shannegn further enhance the throughput.

capacity region when some node is in the dark is beyond theSimilar to the previous example, such a scenario is a

scope of this work and will be actively investigated in thg ecial case of the general problem by setti _
future. P 9 p y "G 1

. L = 0, and by hardwiring{ Ro—,1, Ro—3, R3—,1, R3 2}
Remark: The above “asymmetric” feedback scenario i 3ol P ' e
) . : . . nd{R , R to zeros. We can again use Proposition 1
theoretically interesting. In practice, the PEC is usualed {231, 312} g P

e ) . to compute the capacity regigiR;_,2, R1-3, R123) of the
to model network communications, for which ACK is ofte -to-2 broadcast PEC with receiver coordination-

required for any transmission and also necessary for the

purpose of channel estimation. Therefore,pif ;3,1 = 0 Z s <1, (22)

and node2 is in the dark, then nodes and 3 will give up ;755

communicating to node immediately due to the lack of any ' (1)

ACK feedback. The aforementioned MDS code approach wifi—2 + fis £ Rlp?”f 507 P1oavs, (23)
5

not be used when nodecannot acknowledge the transmissionR; _,» + Ri_23 + Ri3<s® ps o+ sWpy o,

in any way. P1-2v3 (24)
IV. SPECIAL EXAMPLES AND NUMERICAL EVALUATION Rios 4+ Rio03 + P13 Riso < sM pi 345 pos,
DP1-2v3 -

In the following, we apply Propositions 1 and 3 to the four
special examples discussed in Section I. We also numsricall
evaluate the 9-dimensional capacity region for some specifihere (22) follows from (11); (23) follows from (12); and (24

(25)

channel parameter values. and (25) follow from (13).
. Compared to the existing work [11], our results have char-
A. Example 1: The Simplestto-2 Broadcast PEC acterized the more general Shannon capacity region instead

Consider the simplest setting of ato-2 broadcast PEC linear capacity region while also considering the posigjbdf
with 2 private-information flows of rate?; ,, and R;_,3, co-existing common-information ratg; ;.



— f:énmu err;ag"irizﬂtgi VXOVZK the Q—Qimensional capacity region, we further assume that the
Rt D e following 3 flows are of the same rat®,_,, = Ry_,3 =
——[14] & Time-shring Ri23 = R, and the other6 flows are of rateR,_,; =
~ = ~Uncoded direct TX Ry 3 = R3 51 = Rz 0 = Roy31 = Rz 12 = Ry We will
use Proposition 1 to find the largeRt, and R;, value for this
example scenario.
Fig. 3 compares the Shannon capacity regior(f, R;)
with different achievability schemes. The smallest raiae
o 0.04 0.08 012 0.16 02 is achieved by simply performing uncoded direct transraissi
a The second achievability scheme combines the broadcast cha
nel LNC in [14] with time-sharing among all three nodes. The
Fig. 3: Comparison of the capacity region with differenghird scheme performs two-way relay channel (TWRC) coding
achievable rates in node1 for those3 — 2 and2 — 3 flows while allowing
node? to relay the nodd’s packets destined for nodeand
vice versa. The fourth scheme is derived from our achieimgbil
C. Example 3: The Two-way Relay PEC scheme in the proof of Proposition 3 except when we impose
Another example is the two-way relay PEC as describele restriction that the scheme can only use LNC choices that
in Fig. 2(c). Namely, noded and 3 want to communi- were known previously. Namely, we allow all three nodes to
cate with each other with ratgg?;_,3, R3_,1), respectively. perform the broadcast-based LNC and/or TWRC-based LNC
The communication must be achieved via a relaying no@gerations (coding choices [d, and [c,2] in Stage 2) but
2. Such a scenario is a special case of the general prelpt the hybrid operations (coding choices Jk.and [c,4])
lem by simply hardwiring{R;_,>, R»,1, R»—3, R3,»} and proposed in this work. One can see that the result is strictly
{R1-23, Ro—31, R3,12} t0 zeros. We can again use Proposiuboptimal. It shows that the proposed hybrid operatioes ar

tion 1 to compute the capacity regigm®; 3, R31): critical for achieving the Shannon capacity in Proposgidn
0 <1 26 and 3. The detailed rate region description of each sulbwapbti
Z sosh (26) achievability scheme is described in Appendix C.
vie{1,2,3}
R < M. ’ R < 3. ’ 27
153 < o P12 351 < o P32 27) V. PROOF OFPROPOSITION1
Ry 43 <57 - pass, R31 <57 - pasa, (28)

) We now prove the capacity outer bound in Proposition 1.
where (26) and (27) follow from (11) and (12), respectivelygjen any reception probabilities and aay> 0, consider a

and (28) follows from (13). One can easily verify that thesint network coding and scheduling scheme (7), (8), and (9)

capacity region described by (26) to (28) matches the @gstithat can send flows with ratesR in n time slots with the

results in [25]. overall error probability no larger than Based on the given
scheme, define® as the normalized expected number of time

D. Example 4: The Two-way Relay PEC with Opportunistiglots for which node is scheduled. That is,

Routing N

For the same setting as ixample 3but allowing the direct salg {Z 1{0(0_1.}} , (33)
communications between nodend nodes, see Fig. 2(d), we L

ggnailisto :j:eioF;E%pOS't'%n ! ;OV\(/:i?hmc?mi:tZ?]istvri(():-\r,\é)?{i;eléy P%vcl:]erel{.} is the indicator function. By the above definition,
pacily reg 173, 1131 P 9 the computed scheduling frequencigs?), s, s must

Z s < 1 (29) satisfy the time-sharing condition (11).
Vie{1,2,3} We will now prove (12) and (13) of Proposition 1. To that
end, we assume that the logarithm of the mutual information
(30) . T
1) @ and the entropy is of basg the order of the underlying finite
Ri3 < 57 p1ss + 517 passs, (B1)  field IF,. For the case when the logarithm of the entropy is
R31 < sPpy 1 +5%ps . (32) base2, we will distinguish it by usingH.(-).

Ri3 <sWpiovs,  Rasn < s¥p3ivo,

One can verify that the capacity region described by (29) i "
(32) matches the existing results in [12]. }9 Proof of the broadcast cut-set condition (12)
The inequality (12) can be proven by proving the following

E. Numerical Evaluation two inequalities separately:

Consider a3-node network with marginal channel success (W, ; [Y.;, Yirl7 | W) a1+, [Z]7)
probabilites p;_,» = 0.35, p1,3 = 0.8, poy1 = 0.6,
posz = 0.5, ps1 = 0.3, and ps_,» = 0.75, respectively, >n (RHJ' + Rik + Riyjk — 26 — ) , (12A)
and we assume that all the erasure events are independent. N N @
That is, pisjvie = 1 — (1 — pi—;)(1 — pi—k). To illustrate I(Wis [Yag, Yar]7 | Wigys, [2]1) < 18t pisjvr. (12B)

H2 (26)
nlogy q




Intuitively, (12A) follows from the Fano’s inequality andoutputs|Z]i~", see (9), the random variablet) and Z(t)
(12B) follows from a simple cut condition. By choosiag~ 0, are independent; and (42) follows from the definition (33).
we have proven (12).

Firstly, (12A) can be derived as follows: B. Proof of the3-way multiple-access cut-set condition (13)
[(Wass [y, Yorl? | Wiy [20) tie\S/‘\:/e now prove (13) by proving the following two inequali-
= I(Wiw; Wiy [Yag, Yar, Z7) o (34) I(Wape s [Yail} | Wi, [Z17)
> n(Rimsj + Risk + Riosjn)(1 — 2€) — %22 CONN n< Ry + R+ Ry + Foy + L2 R

where (34) follows from the definition of mutual information Dh—si 3Hz(e) o
and the fact thaW;., Wy, 11., and[Z]} are independent of + Dhosivj Rpj = be = @)7 (13A)

each other. To derive (35), we observe that the mess@ges n n G) (k)

T(Wy gy s [YailT | Wi, [2]T) < Ppisi i)-
can be decoded frorfiY, ;, Yk, Z]7 and Wy y. £ Wi, U (W3 Yot | [2]1) < s i+ s pk?l%B)
Wi, see (8) for nodeg andk, with error probability being at

most2e by the union bound. As a result, by Fano’s inequality, Intuitively, (13B) follows a simple cut condition. By choos
we have (35). ing e — 0, we have proven (13).

We now provide the detailed derivation of (13A) and (13B).
Firstly, the inequality (13B) can be derived in a similar way

I(Wi; [Yag, Yarl7 | Wiy, [Z17) as (12B). Specifically, we have
< H([Yay, Yar ]t [ Wiy, [Z]7) (36) T(Wjays s (Yl T | Wis, [Z]T)
< H([Y.]T | Wis, [2]7) (43)

Secondly, (12B) can be derived as follows:

=3 H(Yuj(t), Yar(t) | [Yaj, Yar)i ' Wiy, [210)
t=1
n (37) —
= H(Y.;(t), Yur(t) | < n(sDpii + sPppyy), (45)
t=1

[Y*jaY*kH_laW{j,k}*a [Z]L, X;(t), Xp(t)  (38) where (43) follows from th_e definition of mutual information
n (44) follows from the chain rule and the fact that the future
_ ZH(Y}—U‘ (1), Yieyi (1) | channel output$Z];, , are independent of;_.;(t), Y. (t);
=1 and (45) follows from similar arguments as used in (40) to
Y., Yarl L Wiy, (214, X (), Xt 39) (42).
" Yj Yoy e (21 X5 (0, X)) (39) We now prove (13A). For the ease of exposition, we only
< S E{ L oy—iy 0 Lz (0= ()= (40) prove for the case when the node indices are fixgd,th k) =
; { trO=) = A Zim (D=L o Zion () 1}} (1,2,3). Then (13A) becomes

I(Wia 3y [Yaalt | Wi, [Z]7)

=D HYjmilt), Yiesi(8) | [Vl Wi, [Z]5), (44)
t=1

M=

E{ Lio(t)=i} }E{ iz, (t)=1 or Ziyn(t)=1} } (41)

=1 >n| Romy1 + R3—1 + Rossz1 + R + P21 Ry 3
n 0 P2—-3v1
= PisjvkE Z Lo)=i} ¢ = 18" Disjvi, (42) P31 3Hj(e)
et + R3 4o — 66 — ———~ .
P3—=1v2 nlogy q

where (36) follows from the definition of mutual informa- The cases of other node indicés, 7,k) € {(2,3,1),
tion; (37) follows from the chain rule and from the fact(3,172)} can be proven by symmetry.

that the future channel outputZ];’,, are independent of Consider the following claims, whose proofs are relegated
Y. (1), Y. (t); (38) follows from the fact that the transmittedto Appendix D.

symbol X (t) (resp.X}(t)) is a function of the past receivedClaim 1. The following is true:

symbols[Y.;]i™" (resp.[Y..]i '), the information messages (W [Ya]? Wi, (Z]7)

W,. (resp.Wy.), and the past channel outpy#’ !, see (7); 52’3}*’ T e 1 "
(39) follows from the fact that the received symbaL,; (t) in =3 H(Wiasye s Yo ()| [Yor, 210, Wie, Z(8)). (46)
Y.;(t) (resp.Y;—k(t) in Y. (¢)) can be uniquely computed —

from the values of the current inpuXy(t) (resp. X;(t)),
the current channel outp(t¢), and the current scheduling
decisions (t), which depends only on the past channel outputs Wi 2 Wi g, UWo o, UWo g, (47)

[Z];~", see (9); (40) follows from that only whem(t) = i That is, W, is the collection of all the)-flow information

with Z; () = 1 or Zix(t) = 1, we will have a non-zero megsages exceW,_.3. This is why we use the overline in
value of the entropy and it is upper bounded bygince the he subscript. Symmetrically, define

base of the logarithm ig; (41) follows from the fact that since .
the scheduling decision(t) depends only on the past channel W35 = Wi2pe UW31 UWso. (48)

Claim 2. Define
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Then, the following is truev¢e{1,---,n}, and the differencd (W .k, Wi, ; [Yu|T | Wis, [Z]}) can
I(Wiasy s Yo (t)| [Yar, 7)1, Wi, Z(t)) be viewed as the amoupt of th? private |nformaﬁ§’0—>k and

i1 W,._,; that has been “leaked” to the other noddn some
2 I(War; Y () [ [Yer, 2], Wi, Z(1)) broad sense, (13) (or equivalent (13A)) characterizes a new

+ 220 [(Wos: You(t) | [Yau, Z] !, W, Z(t))  lower bound on the information leakage
P2—-3v1
P Wy Y3 ()] Yo 2 Wiy ZU0)) (Wi Wi s YT Wer, [215)
P3—1v2 > Pji R+ Pk=i Ry—;.
(49) T Djskvi Ph—ivj
Claim 3. The followings are true: This is why in our discussion right after Proposition 1 we

referred to the tern;.)f:ii Rﬁk+p”’:vij Ry._,; as the penalty

for sending those private-information. Note that similafior-
mation leakage arguments have been used in other channel
= 1(Wi1; Wi, [Ya, Z]7), models, e.g., the wireless deterministic channels [29].

> I(Wars Y () | [Ya, ZI5, Wha, Z(1))

t=1

(50)

n

> I(Wais; You(t) | [Yau, ZI 1, Wos3, Z(1))

t=1

V1. PROOF OFPROPOSITION3

We provide the so-callefirst-order analysidor the achiev-
ability of a LNC solution.
We assume that all nodes know the channel reception
(52) probabilities, the total time budget, and the rate vectoR
they want to achieve in the beginning of tifie As a result,

> W ; W %5 *2 - : i
o [(Wsr25 Wae, [Ye2, Z1) each node can compute the sairdenon-negative valueq(u])
By the above Claims 1 to 3 we have ()

(51)
2 I(W2_>3 y W3>ka [Y*37 Z]711)7

n

> I(Wiaip; Yau(t) | [Yau, ZI5 ', Wiz, Z(2))

t=1

and {t;;/, };—, for all i € {1,2,3} satisfying Proposition 3.
I(Wi2 3.5 [Yaa]? | Wi, [Z]7) Our construction consists of 2 stages. Stag&ach node,
> I[(W,y; Wi, [Ya1, Z]7) say node, hasn(R;—,;+Ri—r+Ri ;i) unicast and multicast
Das1 " packets (i.e.W,,) that need to be sent to other nodesndk.
+ mI(WH“ Wi, [Yes, ZI7) Assume that those packets are grouped together and indexed
P31 ' n asl = 11to n(Ri-; + Rir + Riji). That is, the packet
* P351v2 [(Waos25 Wa, [Ye2, Z15), (53) indices! = 1 to nR;_,; correspond toW,_,; packets, the
> n(Ros1 + R + Rosyz1 + R312)(1 —€) packet indice$ = nR,_,; + 1 to n(R,_,; + R,_.x) correspond

Hal(e) . Ha(e) to W, packets, and so forth. Then in the beginning of time
— + (nRH3(1 —€)— ) 1, node 1l chooses the first packet (indey and repeatedly
loga g 23w logz ¢ sends it uncodedly until at least one of nodeand3 receives
4 Pt (nRMg(l —e) — H2(€)) (54) it. Whether it is received or not can be known causally by
D3—1v2 log, q network-wide feedbackZ(¢t—1). Then nodel picks the next
where (53) follows from jointly combining (46) to (52);indexed packet and repeats the same process until each of
and (54) follows from applying Fano’s inequality to eaclthesen(R;—» + R1-,3 + Ri123) packets is heard by at least
individual term. Since we can choosearbitrarily, by letting one of nodes2 and 3. By simple analysis, see [21], node
e — 0, we have proven (13A). 1 can finish the transmission int[(j]) slots since (17}. We
Remark: As discussed in Section IlI-A, (13) is inspiredrepeat this process for nod2sand 3, respectively. Note that
by the multiple-access chann¢MAC) cut-set bound. When once nodel has finished transmitting all its own packets
considering the MAC, one usually focuses on iatoming W;,,, node2 can immediately take over and start transmitting
traffic entering node, i.e., R; i, Rj ki, Rr—i, andRy_;;, its own packetsW,, because nod@ knows the value of
and thus might be interested in quantifying/bounding the(R; ,» + R;_3 + R1_,23) and from the instant, error-free,
following mutual information term: network-wide feedback, nodecan count in the end of each
I(W,i, Wik, Wi, Wi s [Ya]7 time slot how many packet_s nodef_inished transmission. By
Wie, W Wi [Z0). (55) the same reason, no@ecan immediately take over after node
AR 2 has finished. Stage can be finished im (3", t[(j])) slots.
Unfortunately, (55) does not take into the fact that node pfier Stagel, the status of all packets is summarized as
j has some private information that ne_ed to be deliver%iuows_ Each of W,_,, packets is heard by at least one of
to nodek (those W) packets) and vice versa. Due t0,q4es; and k. Those that have already been heard by node
such an observation, we quantify the mutual informatiomter; e jntended destination, are delivered successfully and
I(Wjkyes [Yailt' | Wis, [Z]7) instead of (55). Comparing yhs will not be considered for future operations (Staye
T(Wyj ey [Yai] T | Wi, [Z]7) and (55), we can use the chainye genote thosdV,_,,; packets that are overheard by node
rule to show that k only (not by nodej) as WZ@] In average, there are
(55) = I(W{j,k}* ) [Y*z]TlI |Wi*’ [Z]Tll) 5By the | o b . h d eobih
~ LWk, Wi [V} | Wi, [2]7). and treat them as deterministc wheris suffidently g,
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nRz—n‘pH—” number ofW J packets. Since the causainode; can computdV;, by itself and then subtract it from the
feedback is available to all network nodes (not only ngdby linear sum and derive the desired pacl{et Similarly, if node
letting all three nodes perform some simple bookkeeping, ah receives the linear sum, since it has overheard all packets
one of the three network nodes (not only naglis aware of the in Wfﬂj Uwfﬂjk, it can subtract¥; and decode its desired
indices of all theWHJ packets. We denote the correspondingy,. The argument for coding choice [4,is symmetric.
index set byI(’“) Symmetrically, we also haveR;_, Piys® We now explain in details how to implement the abave

7‘_%-7 Pi—jvk . . . .
number ofVVl(J_)ﬂC packets that was intended for noélebut coding Cho'ces for each of the t_|me_ slots in Stage 2. The best
way to explain the implementation is to temporarily view the

was overheard only by nodein Stagel, and all three nodes . ) . .
can individually create the corresponding index é@k overheard .packets as being stored in a big queue I?Ia)tmely, n
Similarly for the common-information packefSV,_, ;, the beginning of Stage 2, all the packetsWi iV WHJk
each packet was heard by at least one of ngdesd k in  are put into a big queue. Similarly, all the paCketwlzﬁk U
Stagel. Those that have been heard by both nogesnd ij_)mk, W(l UW,(;U andW(l Lok UW(_W are put into
k, are delivered successfully and thus will not be consider8dbig queues as well, one queue for each set of packets

in Stage2. We similarly denote thosd8V,_,;;, packets that respectively. Then coding choice [d¢,means that nodéetakes

are heard by nodé only (not by nodej) as Wgﬂjk In the head-of-line packet from the queue &f'") ;U Wl(ﬁ o
average, there arﬁRHJk Pindk number ofol . pack- and cojr)’nbrnes (lt)wrth the head-of-line packet from the queue
ts. Symmetrically, we aIso haveR Pied® number of of W), U Wi,y Coding choices [G] to [c,4] can be
ets. sy Y =Tk b vk mterpreted similarly by combining the head-of-line paske

W(J) ik packets that were heard only by nogien Stagel. from different queues.

The corresponding index sets are denotedlj/,C andIZ(J_)”k, Since each nodehas4 possible coding choices, we perform
respectively, and they can be individually created by aik¢h coding choice [c]] for exactly nt[(g?l] times sequentially for
nodes through simple bookkeeping. [=1 to 4. After sending thet coding choices for a combined

In summary, all three nodes individually know al index total of n(t[(g?ll + t[(é?Q] + t[(é)3] + t[(é’4]) time slots for node
sets{If'i))J,If'i))Jk,Ika,Ifﬁjk : V(i,j,k)} after Stagel. In i, we seti = i + 1 and repeat the same process until all
addition, each node knows the content of its own packetshree nodes have finished transmission. Totally, Stage éstak
Wi, Wik, and W, ;k, and the content of what it has}_, ., , 3,7 (t[(c,)l] +t[(C?2] +t[(C?3] +t[(C?4]) time slots. We now
received from other node@W'”,, W'” Wi W) ) describe how to manage the “queues” within each node during
during Stage 1. transmission.

Stage? is the LNC phase, in which each nodleill send a ~ Suppose that nodeis performing the codmg choice [t]
linear combination of the overheard packets. That is, feheaand chooses two head-of-line pack@t/s EWHJ ngijk
time ¢, nodei sends a linear combinatiok; (t) = W+ Wil andW, EW(’)kUW ., from the individual queues, respec-
with 4 possible ways of choosing the constituent pack&ls jyely. If the linear comblnatlor[tW + W] is received by node
and W, which are detailed as follows. j, then nodej will decode the desireﬁij by subtracting the

[c,1] : W EWEQ,UWfﬂjk and WkGW(J)kUWfﬁjk, overheard packeﬁ/k As a result, we remove the successfully
@ 0 delivered packefi?; from the queue osz_” U WZ_”,C
and W, e W2, UW7, o, Similarly, if the combinationIV; + W] is received by node

[c3]: W, cw) UW(k)Jk and WkGW.(l uw @ k, then nodek can decode the desired packlé@c and we

[c2]: W;ew!” uw?

k—j k—ij

) JkE (4) (4
G (i) (i) (J) ) removelV;, from the corresponding queue W, UW " .
[c.4]: W;eW, . UW;2, and W, e WD, UW o any one of the two queues is empty, say the queue of

To explain the intuition behind thé¢ coding choices [cl] Wfﬂj U W(k)Jk is empty during coding choice [t], then
to [c,4], we observe that choice [t} is the standard LNC we simply setWW; = 0. Namely, in such a degenerate case
operation for the2-receiver broadcast channels [14] sinc#e€ choose to send an uncoded padket 1] instead of a
nodei sends a linear sum that benefits both nogeand & linear combinatiofiV’; -+ W]. If both queues are empty, then
simultaneously, i.e., the sum of two packets, each ovedhe#fe simply send & packet. The same queue management is
by an undesired receiver. Choice $t.is the standard LNC applied to coding choices [2] to [c, 4] as well.
operation for the2-way relay channels, since node as a Note that the above process requires very detailed book-
relay for the2-way traffic fromj — k and fromk — j, keeping at each node. Namely, nogi¢resp. nodek) needs
respectively, mixes the packets from two opposite direstioto know the head-of-line packé¥’, (resp.W;) while node
and sends their linear sum. i is executing Stage 2, so that it can subtract the overheard
Choices [c3] and [c,4] are the new “hybrid” cases thatfrom the linear combinatiofiV;+W;] when received. This is
are proposed in this work, for which we can mix part of th@ossible since in the beginning of Stage 2, each node knows
broadcast traffic and part of theway traffic. We argue that all 12 index sets: {11(37, 1) k,IZ(J_Zk,IzJ_Zm 2 V(i 5, k)}
transmitting such a linear mixture again benefits both nod8ice the reception staty&];”" is available to all nodes
simultaneously. For example, suppose that coding chojé [cfor free, through detailed bookkeeping and a proper cogntin
is used, and the linear su[ﬁ/j + W] is received by nod¢. mechanism over the index sets, each node (not only riode
Since W, is a function of all packets originated from nogle but also nodeg and k) can successfully trace the status of
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the queues when nodas executing Stage 2. In this way eaclnodes. One main reason behind this model is to characterize
node maintains a synchronized view of the queue status of the throughput benefits of broadcast diversity and find the
other nodes and can thus identify the head-of-line packets tlargest attainable capacity of a 3-node PEN without wogyin
constitute the linear combination. about the effects of interference.

Another important point worth emphasizing is that the For future work, there are a couple of ways that can
queues cannot be replenished during Stage 2. Namely, ifj@neralize the above full-collision model. One is called th
packet is removed from the queue in one coding operatigrgrtial collision model. Namely, when two nodes transmit,
then it will be removed from the synchronized queues #ten they collide only if both are non-erasure. If only one
all three nodes and will not participate in any future codinig non-erasure, then the receiver still hears the non-drase
operations. For example, the packets“hl(i)j UWEZ)jk will one successfully. Another interference model is the additi
participate in coding choice [t] of nodei, but they can also interference model. Namely, when both nodes transmit and
participate in coding choice [8] of nodei, and coding choices both are non-erasure, we add the transmitted filgsand X,

[c,2] and [c,3] of nodek. If a packet inwgi)j uWw'*_is in the finite field. This is the most complicated one and simila
successfully delivered through coding choicel]cof nodei, to the settings used in some existing works [30]-[34]. There
then it will be removed from the queue and will not particgatcurrently are no known capacity results on the general 3nod
in any subsequent coding choices3tof nodei, and coding networks with 9 co-existing flows.

choices [c?2] and [c,3] of node k in the future time slots.

Again, this LNC design is possible since each node maintains VIIl. CONCLUSION

a synchronized view of the queue status of the other nodesrhis work studies the capacity of tllenode packet erasure
with the help of the causal feedbaf&]; . network, when the most gener@dimensional private- and

SinceWEi)jUWZ@jk participates in coding choices [d, common-information traffics are considered. The Shannon
and [c,3] of node i and coding choices [@] and [c,3] of capacity has been exactly characterized for all channel pa-
nodek, (18) guarantees that the queuewgﬁzj U Wgﬂjk rameters when the causal ACK/NACK feedbacks are causally
will be empty in the end of Stage 2, which means that wavailable for free through a separate control channel. Fer t
can finish sending alvvgi)j u Wfi)gk packets and they will practical setting where the control messages have to be sent
all successfully arrive at nodg, the intended destinatidh. through the regular forward channels, under the assumption
Symmetrically, (19) guarantees that the queuewfﬂk u of the network beingully—connectedthe capacity region is
ng)jk will be empty, which means that we can finish sendingfacketed by a pair of upper and lower bounds, the gap of

) ) - L which is inversely proportional to the packet size (in bits)
all W2, UW;~ . packets to their intended destination node, | capacity region is thus effectively characterized wit

i—k

f. n r;[hsetendﬂof S;azg_e Zt.thzljllu)t/{ (d15)t_guara}n'iee§”t]hat wefc Hcket size becomes sufficiently large. Technical contiobs

nis ages. andz In e aflotiedn ime SIots. The Proot o whis work include a new converse for many-to-many net-
work communications and a new capacity-approaching scheme

of Proposition 3 is complete.
Remark:An astute reader might notice that it would be Rased on simple linear network coding operations.

strict waste of resource if a node transmis(¢) = 0 packet,
which happens when both queues are empty during Stage 2.
The reason why we include such a “wasteful” operation is that PROOF OFL EMMA 1
the scheme described herein has to operate under any grbitra _ _ :

t-values satisfying (15)—(19). The underlyingalues may not e prove this by induction. When = 1, then (6) and

be optimal and sometimes they caverly allocatetime slots. (10) are equivalent by definition. Suppose (6) and (10) are
Therefore, we include thielle operation(i.e., sending;(¢) = €duivalent fort =1 to ¢, — 1. We now considet = o. By

. - t _1 .
0) in our scheme description so that we can properly consum@mma 2 in Appendix D{Y..;[;’ can be uniquely computed
the overly allocated time slots. One can actually prove ihat®Y the values oWy, , 5. and[Z]"~". As a result, we can
the optimalt-values derived in Proposition 4 are used, theigWrite (6) by

: . i i ) )
the proposed scheme will never be idle or equivalently will oi(to) = fsc(ii,i(w{l.,2,3}*’ [Z]tlo 1). (56)

not send such a fixed’,;(¢) = 0.

APPENDIXA

Then due to the information equality (5), there is no
dependence between(to) and Wy, » 3;.. As a result, we can

further removeWy, ; 33, from the input arguments in (56),

In this paper, the 3-node packet erasure problem is fnich leads to (10). By induction, the proof of Lemma 1 is
mulated based on the full collision model. Namely, whenp,s complete.

ever two or more nodes transmit, both transmissions always
collide regardless whether erasure happens. Essentiaiy, APPENDIX B
full-collision model necessitates time-sharing amongtaie PROOF OFPROPOSITION?

VIl. DISCUSSIONS ONCHANNEL INTERFERENCEMODELS

6ThoseW§i)jk packets are the common-information packets that are We prowde the first-order analySIS for the aChIevablllty

intended for both nodeg and k. However, since our definition oW,Effjk scheme. h I th K d h h
counts only those that have already been received by kRoeee say herein Suppose that all the network nodes share the same param-

their new intended destination is noglénstead. eters before initiating, see the discussion in Section \$0A
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assume that a common random seed is available to all nodeBescription of Stagel: Each node performs the following
in advance. RLNC operations exactly fornt[(lj]) number of time slots.
We similarly follow the 2-stage scheme used in the prookpecifically, consider the first,”’ portion of the allottecht{ ]
of Propo§|t|0n 3. The difference is that we need to revise trﬂgnes_ In each of thosm(i)ngi) time slots, node chooses
scheme in Scenario 1 to take into account the assumptloq o d [ul di nRi;
of Scenario 2 that any feedback information needs to De X (nRis;) ran om encoding row vectar, € Iy
sent over the regular channels as well. Our scheme Closg]gependently andTumforme randomly and transm}fs(i;
mimics the scheme in Section VI but now uses some forfY Xi(t) = CfWHj' We now consider the SeCOWQ
of random linear network coding (RLNC), which allows ugortion of the nt[(f,]) time slots. In each of thosetfjfné”
to circumvent the need of instant causal feedback (aftelm edtime slots, nodei chooses al x (nR;—) random coding
transmission) and can thus use “batch feedback” that repdtectorc; independently and uniformly randomly and transmits
the reception status with delay. With a common random se&d(t) = c¢,;W . Finally, consider the |aSi]§f) portion of
available to all three nodes, the RLNC operations of orihe nt[(J]) time slots. In each of thosat[(j])nél) time slots,
node can be “simulated” in the other nodes as well. Thieode: chooses d x (nR,_,;x) vectorc, independently and
allows the same kind of “bookkeeping” as used in the proomiformly randomly and transmit&;(¢) = ctw;jk. Namely

of Proposition 3. Since bookkeeping may be computationallyy the aIIottednt[(j]) time slots, node sequentially transmits

expensive, in practice, network code designers can plaee §yme random mixture of the packeW,_,;, W,_;, and

coding vectors used by the RLNC in the header of the packewi_wC over the fixed fractionsﬁi) néi) and 77z())i) of times

which circumvents the need of bookkeeping. However, pyttinegpectively, and does not care whether the transmittekkpac

the coding vectors in the header reduces the data rate. j&@orrectly received or not. Stagecan be finished in exactly
a result, to minimize the loss of capacity, we opt to us > t(i)) slots
i “[u] '

bookkeeping instead of the traditional practice of putting ) .
coding vectors in the header of the packet. Note that when nodé computes the coding vectoes, the

. . ther nodeg andk can also “simulate” the computation and
We now explain the main RLNC process for each stage. f 9 P

each stage, we assume that nodes will sequentially transnﬁg5 know thec; vector used by node As a result, if node
, . o T . .
following the order of the node indice§l,2,3}. We now J feceives a coded packal () = c; W during the third

i—jk
) ) fraction of node:’s transmission, node¢ knows thec; vector
define the following three constants for each node{1, 2, 3} § “t
that can facilitate our discussion:

used for encoding.
New Packet Regrouping After Stagel: After Stagel, we

n(i) A Ri; (57) put some of thos¢c, W, ;} packets that were sent during the
! Risj+ Risk + Risji first fraction of Stagd, totally there armt[(J]) ny) such packets,
77(i) a Rik (58) into two disjoint groups. Specifically, we usg:W;_,;}=,
2

to denote those packets:,W,_,;} that are heard only by
nodek and not by nodg; and we use{c,W,_,;}; to denote
those packets that are heard by nodémay or may not
‘ ‘ ‘ be heard by nodé). In average, there aret[(j])niz)pi_%
Obviously,ni”+n§)+n§” = 1foranyi € {1,2,3}. Totally, number of{c,;W;_,;};, packets anst[(j])nf)pi_)j number of
there ared such constants. Note that each of the network node, W, }; packets.
can compute alh constants sincé is available to all nodes.  symmetrically, we put some of thos&[(j])néi) packets sent
Without loss of generality, we can also assume during the second fraction of Stagento two disjoint groups.
@ () @) That is, {CtWHk}jz and {c;W,_«}, denote those packets
m (771 + s ) “Pisjk that are heard by nodg¢ only, and by node: (may or may

© Risj+ Rk + Rigi’
(i) & Risjk _ (59)
Risj+ Risk + Risji

< (t(i) Q) ) D + (t(k) ) ) R (60) not be heard by nodg), respectively. The size of each group,
[c,1] 7 'c,31 ) " Pi—j [c.2] * "e.3] = in average, imtfjl)ngz)pi 5 and nt[(J])ngz)ka, respectively.
t[(lj]) (7751) + néz)) "Pinsgk 61) Finally, among the nt[(lj])néi) number of the packets

{c/W,_,1} sentin the third fractioméi), we place them into
4 different groups but this time the groups are not necegsaril
. - disjoint. Specifically, we us¢c;W,_, . }=. and{c; W, r };
) IRS Gk JrJ]
.Th-e reason IS ;hat+;vekf%n 3lways gﬁ] to be ar- denote, respectively, the packets that are received g ho
bitrarily close to ==—"=—=2= but still larger than only (not by nodej) and by nodej (regardless whether node
RHﬁ,f:i:RHM without violating any of the inequalities & receives them). We uséc;W,_, i}z and {c: Wi}k
(15) and (17). As a result[(j])nii) can be made arbitrarily cIoset_O denote, respectively, those packets that are heard bg nod
Riy, 4190 arbitrarily close to Fiot B (18) j only (not by nodek) and by nodek (regardless whether
to pigvr AN0 773 y Y U pisgve y ' nodej receives them). The first two groups of packets are
we thus have (60). Similarly, sinag’n’ " can be disjoint and the last two groups of packets are disjoint. But

) and £
th andt; ns
made arbitrarily close t%fj’c and- ==, respectively, (19) there may be overlap betwe¢a, Wi }; and{c: W, } ..

JVk Pi—j

implies (61). In average, the sizes of these four groups af 3’ DisFk

i) i j )
< (t[(c' 1] + t[(c?4]) *Di—k + (t[(gv)Q] + t[(g’ 4]) *Dj—k-




(@), (%)

ntins pisy, (4), (%) (@)

Nl M3 Pis ks andnt[(ﬁj) N3’ Di—k, respectively.
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of time slots used for the file of nodeduring the feedback

For ease of description, we further put some of the grouptge can be upper bounded by

of the packets into super groups. Specifically, for(allj, k) €
{(1,2,3), (2,3,1),(3,1,2)},

W2 (e Wisj}5, U{eWisjids (62)
VNVZO_)MC £ {eeWisk}tz U{eWisi} - (63)

In total, there ar& suchW-groups by definition and their

sizes, in average, are

X7 (k T 7 7
WO =ntl) (07 +00) Pz (69)
W =ntly) (08 +n8") b5 (65)

n

logy(q) - nzmin{p;;, pi-r}
n

+ -
logy(q) - nzmin{p; sk, pji}
n

+ -
10g2 (Q) : nzmm{pkﬂhpk%j}
first term

where

the _ g @ emn{pymsy  UPPEr
bounds (66) sincet[(j]) + t[(f]) < 1; and the summation
2 2 upper

10g2(Q)'nzmin{pj~>k7 j—i 1082 (Q)'nzmin{pkﬂi;pkﬂj}

+
4)1,}
bounds (67) reglzjajrdless whethgr,; = 0 or p,_,;, = 0.
Since the feedback stage has to be executed for all three
nodes, the total number of time slots of the feedback stage is

Description of The Feedback StageThus far, the above upper bounded byitrg, as defined in (16).

re-grouping of the packets can be made only when one hag\fter the feedback stage, every node will know the reception
the full knowledge of the reception status. However, ridtéra status of all other nodes during StageAll three nodes can
Stagel, no node has received any feedback yet and it ffus share a synchronized view of the packet receptionsstatu
thus impossible to perform the packet regrouping as destritand the packet regrouping, as discussed in (62) and (63). In
previously. After Stagel, we thus perform the following particular, each nodéexactly knows

feedback stage so that after the feedback stage, all nodes ca, The contents and size of the RLNC packet groups
share a synchronized view about which packets are in which (W(k) w

W1, ). The content of the packets in each
groups. Again, we emphasize that the goal of the feedback i Wis) :

stage is to convey the reception status ACK/NACK. We never

group is known since those are the messages originated

from nodes.

send any actual coded/uncoded messages (the payloady durin, The contents and size of the RLNC packet groups

the feedback stage.

Specifically, during Stagé, each node has been on the
listening side for a total duration ot (t[(j]) + t[(f])) number
of time slots. As a result, each nodecan record whether it

received a packet or not during those time slots and generate

a single file ofn (#} + ¢ ) bits. Then node would like

to deliver this file to both nodeg and k. It can be achieved

by the following two-step approach. Step 1: Nadeonverts
(1) +17)

JV log, q ‘l

an MDS code or a rate-less codelimadcastthose packets

for totally
(1) 4 4(k)

log,(q) - nzmin{p;_;, pi-k }

the file into

(66)

number of time slots. As a result, ifiin(p;—;, pix) > 0,
then nzmin{p;—,;, pisx} = min(p;—;, pi—k) and both nodes

number of packets. Then it uses

(W% W% ). The content of the packets in each

Jj—k? k—j ]
group is known since those are the packets overheard
by node:. } o
« The sizes of|W(.k) | and |W(J) [, which are obtained

Ji k—si
by the feedback it has received from nodeand k.

« The content of all packets it{c; W, }i, {¢:W kit
{c:Wioiti, {¢eWii5}i) are known by node since it
has received those packets during Stagdote that these
are the packets that have already been delivered to their
target destination, which is node In comparison, the
(W, Wi, ) in the second bullet are those packets
destined for either nodg¢ or &k but is overheardby i.

« The random coding vectorfse; } for all RLNC packets
sent during Stagé. This is due to that all three nodes
compute the coding vectors based on a common random
seed.

Description of Stage2: We describe the LNC operations
of nodei only and the operations for other nodes follow

j and k can recover the file. The feedback transmission f%g/mmetrically. Similar to Stage@ of Proposition 3, each

node: is thus complete.
However, it is possible thap;,; = 0 (or p;i—r = 0). In
this casenzmin{p;_,;, pik} = pix and only nodek can
recover the file of node. In this case, we let nodg help

relay the file to node, which will take additionally
n (t(j) t(’“))

w by

logy(q) - Pr—; (67)

numbef of time slots. The feedback stage of nadenishes
after nodet helps relay the file of node Note that the number

7|f pi—s; = 0, then by our fully-connectedness assumptipg,,; > 0.

node: will perform 4 different te(pes of LNC operations and
each operation will last fomt[C’?I] to ntfg}4], respectively.
For each time slot of the first coding operations (out of
totally msfg?u time slots), we let nodé choose two coding
vectorsc,,; andc,, independently and uniformly randomly,

wherec;,; is al x [W.") | random row vector and, is a

1 x |V~V§2k| random row vector. Then we let nodesend a
linear combination
[c,1]: Xi(t) =W el + W, e, (68)

For the next time slot, another pair ef.; and c.; cod-
ing vectors are randomly chosen and used to encbge)
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according to (68). Repeat the above operations until the-tin{60), the number of linear comblnatlons (72) received byenod
budgetnt(c)u is used up. Then we move on and encode tHeis larger than the number EW3H1 packets to be begin with.
next coding type [d],l = 2,3,4 As a result, nodd is guaranteed to decod®?, correctly
with close-to-one probability when the f|n|te field sizeis

) (@) (@ T
[c.2]: Xi(t) = Wk—ncta + Wa—ﬂcct k> (69) sufficiently large enough.
k i
[c.3]: Xi(t) = Wel, + Wi el (70)  Recall that by definition (62)W2, = {c;W31}5, U
[c,4]: Xi(t) = W](;_”C“ 4 Wz(_mct . (71) {c:W3_12}7,. We now observe that nodehas also received

all the RLNC packets of{c;:W3_,1}1, {¢tW3_,12}1) during
Each coding type [d] will last for nt[”] time slots and Stagel. As a result, in the end of Stagenodel has correctly
the coding vectors;.; andc;.; are chosen independently andeceived nt[u 't )p3ﬂ1v2 number of packets of the form
uniformly randomly with the properly selected dimensioar F {c,W3_,;} and ”t[u])n:(a )p3—>1v2 number of packets of the
example of the coding choice [&], the randomly chosen;.; form {c;W3_,12}. Note that we only have R3_,; of W3_,;
isal x |W(k) | row vector and the randomly chosepy, is packets anchR3_,1» of W3_,1, packets to begin with. Since

i—j
al x |W(Z .| row vector. by definition ¢ is strictly larger than it ot

Stage? is completed after all three nodes have finishedd also by definitions (57) and (59), the number of linear
sending their corresponding coding types. The descriptioncombinations received by nodeis larger than the number of
of the proposed scheme is complete. (There is no need to he¢oded message symbd¥s_.; and Ws_,1. As a result,

the second feedback stage.) nodel is guaranteed to decod&;_,; and W3_,1, correctly
Analysis of the schemeThe total amount of time to finish With close-to-one probability when the finite field sizeis
the transmission is upper bounded by sufficiently large enough.
By symmetric arguments, with close-to-one probability
”((Z @) )+tFB+ (Z t[c . +t[(c)2] +t[(c)3] +t[(c)4])> node 1 can also decodéW'” in the end of Stage
we{123} Vie{1,2,3} and later comblne§7V(3)1 with the packets({c;W2_1}1,

c¢:Ws_,31}1) it has received in Stagé to decode message

| time bud i) ti | mbols W,_,; and W,_,3;. Symmetric arguments can be

total time budget of time s o_ts_. . . used to shown that nod@sand3 can also decode their desired
We now argue that after finishing transmission, all nOd‘?ﬁessages The proof of Proposition 2 is thus complete.

can decode their desired packets. To that end, we focus onl
P )ﬁemark The arguments of letting the finite field size ap-

on nodel. The discussions of nod@sand3 can be made by
proach infinity is to ensure that the simple RLNC construttio

symmetry. 7 T L
During Stage2, consider the transmission of nodeNode leads to legitimate MDS codes. When the finite field size is

3 has 4 possible coding choices. In each coding choice, §Mall: Sy = 2, we can use the fact that for any fix&f we

randomly mixes from two groups of packet§ For example, ﬁlgsalwiys constrﬁct a (iOde with dlmeegsiomkl?i IS neat:Iy
coding choice [c]], node3 mixesW§2_>1 andwgl_{z, see (68) in the sense that as long as we recdive)(v'k) number

when (i, j, k) = (3,1,2). Since the content of any packets irf of encoded packets we can reconstruct the original file.eSinc

ng) Jis I’<nown to’ n70d61 see the discussion in the end of tha@ focus only on the normalized throughput, such a near-MDS
2

feedback stage, node upon the reception of any [} packet Rode is sufficient for our achievability construction.

transmitted by nod8, can subtract the terrv g_{zct ., from

the received packet. Therefore, it is as if nddhas received
a packet of the form

By (15), we can thus finish all the transmissions within th

APPENDIXC
Wgﬂlcfl (72) DETAILED DESCRIPTION OFACHIEVABILITY SCHEMES IN

~ Fic. 3
without the corruption terﬁvvglzc;. Similarly, when nodé&

performs coding choice [8], again, node. will recelve coded

packets of the form (72) after subtracting thoﬁéHzct2 In the following, we describe thé-dimensional rate regions
packets of its own, see (70) whén j, k) = (3,1,2). Also, of each suboptimal achievability scheme used for the numer-
during node2 performing coding choices [2] and [c,3], ical evaluation in Section IV-E.

node 1 can again receive coded packets of the form (72)LNC with pure operations 1, 2: The rate regions can be
aft%r) subtracting those kn(own packets (either of the forgescribed by Proposition 3 with the Var,abggm and t[(cl,)4]
W7 ¢/ 3 or of the formW2_>3ct 3), see (69) and (70) when hardwired to0 for all i € {1,2,3}.

(i,5,k) = (2,3,1). e TWRC at node 1 and RX coord.: This scheme performs

Sincewgi)l participates in coding choices [d,and [¢.3]  yyo-way relay channel (TWRC) coding only at nodefor
of node3 and coding choices [e] and [c,3] of node2, nodel {5523 — 2 and?2 — 3 flows while allowing both nodeg
will receiven (tff)u + t[(g)g]) ‘P31t n (t[(cz)Q] + t[(f)g]) P2—1  and3 to relay the nodé’s packets destined to each other. That
number of packets of the form (72). Note that the numbés, node2 can relayW;_.3 and W _,,; for node3, and node
of W(2) .1 packets, in average, has been computed in (64). Bycan relayW;_,» andW;_,»3 for node2. The corresponding
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rate regions can be described as follows: Proof of Lemma 2:The proof follows from the induction on
time t. Whent = 1, each node encodes the input symbol

> t[(lj]) +’5[(;]) <1 (73)  X,(1) purely based on its information messagég., see
vie{1,2,3} (7). As a result, {X;1(1), X2(1),X3(1)} can be uniquely
Ry 2+ Ri3+ R123 <@ (74) determined byW,, 5 3;,. Lemma 2 thus holds for = 1.
P12v3 > Suppose that the statement of Lemma 2 is true until time
Ry N Ry_3 N Ro_y31 N Ry_y31 <@ (75) t = to — 1. Considert = ty. By induction, [ X7, X5, X3]t "
Posi | Proavi | Pasi | Pass [u can be uniquely decided bW, »3;. and [Z]°*. Since
R3_1 I R3_.» n R3_1o I R3_1o < t(3) (76) [Y1*77Y2*1Y3*]§071 is a function of [‘X;l,Xz,Xﬂioil. and
Pio1 | protva | Pioi | pana [Z]~!, we know that[Yi., Y., Y3.]?"" can be uniquely
Ro .o P2=31 (1) (77) decided byWj; 53, and [Z]’~!. Then by the encoding
SR IO C IR functions in (7), the input symbol&X: (o), Xa(to), X3(to)}
D313 (1) at timet =ty can be uniquely determined as well. The proof
R3_’2p3ﬂlvg <l P1o2: (78) of Lemma 2 is thus complete. O
(RH3+RH23)M <t[(§]) D23, (79) Lemma3. Consider Scenario 1 and any fixed time slot
]3011—5;33 3) t € {1,---,n}. Then, knowing the messagd¥y, 3)., the
(RHQJFRH%)M <lg " P32 (80) received symbols[Y2,]i™", and the past channel outputs

‘ . [Z]:~! can uniquely decid€X;, X3]¢. Namely,[X;, X3]! is a
Namely, each nodé has two variable$(lj]) and t[(c” for the function of the random variable§W; 3., [Y2.]i7", [Z] 7'}

respective stages, see (73). During Stage 1, nodpeatedly for any timet € {1,--- ,n}.

transmits its packets uncodedly until at least one of nade

and3 receives it. This stage can be finished Witlninﬂ]) time "Proof of Lemma 3:Similar to Lemma 2, the proof follows

from induction on timet. Whent = 1, in the beginning
fr!ztsss’aseees(?r)éc?) r tgo?ﬁdvézr?gnsdeﬁij“zlzl\_ifl and z!lrg'j_ﬁtg of time slot1, X;(1) (resp.X3(1)) is encoded purely based
node3'gb t Ie sgnd allW,_,3 messages 2;<§édeldl ynt'I 0N the messagew;. (resp. Ws,), see (7). As a result
QUL W 23 Messages u y untlt 8y (1), X3(1)} can be uniquely determined BV {1 3.
least one of the nodek and 3 receives it. Such anncoded hat th f 3i ’ i ti
stagecan be finished imt\; time slots, see (75). Nod#&s Assume that the statement o Letmr?a 's true untl time
[u] ' ' t = ty — 1. By induction, [X1, X3]°"" can be uniquely

uncoded stage is symmetric to that of ndde . to—2 to—2 .
determined by{Wiq s1., [Y2.]7°" ", [Z];° ~}. Now consider
Eq. (77) t0 (78) allow noda 1o perform Two-Way-Relay o o™ LWLl Mk 7 ol oot
coding over th& — 2 and2 — 3 packets overheard at node tionally Ya_,1(fo — 1), Ya_3(to — 1), andZ(to — 1). Since we
(79) allows node to relay those packets it has overheard frorglready kr?eV\,{X3]t“:1 tﬁe receive:d symbol§;_,1]°~! can
nodel to the desired destination no8e(80) is symmetric to be uniquely dete;min,ed from the givéz]tloq' joirlnly with

(79). (tiw known messageWw;,, the received symbolﬁ’z_ﬂ]ﬁ“*l,

e [14] & Time-sharing: The rate regions can be described  , [Z]"~, we can also uniquely determiré,(t,), see the
by Proposition 3 with the variable?fé) 9 andtl?, =0 P : PG
2] e, 3] [c.4] encoding function of nodé in (7). The proof regarding to

hardwired to0 for all i € {1,2,3}. Namely, we only allow, ;v can be done by symmetry. The proof of Lemma 3 is
as in [14], the broadcast channel LNC of coding choice][c, 4,5 complete. 0

during the Stage 2.

e Uncoded direct TX: This scheme does not perform any i

coding operation when transmitting, and just uncodediggra D-1- Proof of Claim 1

mits packets one by one until the desired receivers receive i The equality (46) in Claim 1 can be proven as follows.
The rate region of this primitive scheme can be described biptice that

I(Wiz sy [Yali [ Wi, [2]7)

Z R n Ry n Rk n Rk <1
vie{le,3} Dimd Pimk o Pimj Pik =I(W2335 [Yar, ZJ7 [ Wi) — I(Wia33.5 [Z]1 | Wh)
(81)
APPENDIX D = I(Wi23y. ;5 [Yar, Z]T | W) (82)
PROOFsS OFTHREE CLAIMS IN SECTION V-B =I(Wp 3y [Yar, Z)7 W)
Before we prove Claims 1 to 3, we prove the following  + (W2 3y, 5 Z(n) | [Yir, Z]7 7", Wh)
useful lemmas. +1(Wiaap s Ya(n) [ [, 21T, Wi, Z(n)  (83)
Lemma 2. Consider Scenario 1 and any fixed € n—1
. =I(W w3 | Y1, Z Wi
{1,---,n}. Then, knowing all the message¥Vy . (Wez3p; [Yor, 21 [ Wh)

t—1

and the past channel outpui]:! can uniquely decide T 1(Wiaape: Ya(n)[[Yer, ZIT ™, Wii, Z(n)),  (84)

-1
[ X1, X2, X3]j a”d[zll*aY2*aY3*H - Namely,[X1, X5, X3]i  where (81) follows from the chain rule; (82) follows from
and [Yl*’Y2*’X31*]1 are fu_nctlons of the random variableshe fact thatW, 3y,, Wi, and [Z]7 are independent with
{Wi 23y 277} for any timet € {1, n}. each other; (83) follows from the chain rule; and (84) can be
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obtained by showing that the second term of (83) is zero. Thd~or all Z € Z;, we have
reason is that by our problem formulatidn) is independent

[Z] _
of Wiazy., [Yor, Z/"1, and Wi, term[o] =0, (94)
By iteratively applying the equalities (83) to (84), we have term;” =0, (95)
proven Claim 1. term[z] -0, (96)
term[3 0. (97)

D-2. Proof of Claim 2

e For allZ € Z,, we have
For any fixed deterministic channel realizatigs’ ™', we

(2] (7 , P21 t

will consider the mutual information terms in (49), conalit termgy” = term; ™ + p2ﬁ3v1te"m2 ’ (98)
Ing on the even[:Z] [Z]t 1 . For notational SlmpI|C|ty, we t 1z _ 0 (99)
useZ to denote the deterministic channel realizatiat{ " erms - =1
of interest and uséz) 2 {[Z]\"' = [z]i"'} to denote the e For all Z € 23, we have
corresponding event. 7 5 7] | P31 (2]

For any fixed deterministi& and fixed time instant, we termg” > term; p%lvz termy, (100)
define terml? = 0. (101)

term[z] I(W23y 5 Yaa(t) | (Y]t (Z), Wi, Z(t)), Then, one can see that (94) to (101) jointly imply that (93)

(85) holds for all the past channel output realizatiahs

term[lz] I(Wo1: Y () | [Yar]i™Y, (2), Wia, Z(1)), (86) Consider the first case in whighe Z,. (94) is true because

termi™ £ [(Wp 3 You (1) | [You] 71, (Z), Wyris, Z(1)), termg? £ I(Wiaap.5 Yo (1) | [Yaa] 17 (2), Wa Z(8))
®7) < HYa®)|[Yali (@) (102)
termy’ £ I(Ws_o; Yau ()| [Yauli " (2), Wiz, Z(1)). =0, (103)

(88) where (102) follows from the definition of mutual informa-
tion, non-negativity of entropy, and the fact that conditio

By the definition of mutual information, we have ;
y ing reduces entropy; and (103) follows from that, when the

I(Woay.; Yaa(t) | [Yar, Z]t ! Wl*, Z(t)) scheduling decision is(t) = 1, the received symbols at node
- Prob(| termlZ! 89 1,i.e.,Y.(t), are always erasure.
o 2 rob([Z] " = 2) - termy”,  (89) Similarly applying the above arguments, one can prove that
95) to (97) are true as well whes € Z,. The first case is
s Yol Yo 27 20 ihue proven. 1
= Z Prob([Z])™! = Z) - term[z] (90) Consider the second case in whighe Z,. By the same
argument as used in proving (94) to (97), we can easily prove
I(W_3; Yo.(t) | [Yz*, Z) W3, Z(t)) (99). We now prove (98). Then notice that

= ZProb 2] =2) terml, Q1) term{ 2 [(Wasy.; Yar (1) | [Yaa] (™, (2), Wi, Z(1))
z = I(W.a; Y (t) | [Yarli', (2), Wi, Z(1))

e
I(W3%2; Y3*(t) | [Y3*, Z]t 1 Wm, Z(t)) + I(W3_>2; Y*l( | [ *1]1; 17 <Z>,W1*,W*1, Z(t))
i

_ -1 _ z [Z]
= 2_Prob([Z]i" = 2)-term”. (92) +T(Wasss Ya ()| [Yali ™' (2), Was3, Z(1)) - (104)
C ing (49) and lities (89) to (92), it is clear th = term[l i (105)
omparing and equalities to , it is clear that _ =1 war
we only need to prove that for adl, the following inequality <VY2H37 Yo () [ Yl (2), Woms, Z(1)
holds: = term|” (106)
term[ d > term[z] + P2t term[f] + P3o1 term . (93) +1(Wass; Yoo () | [Y*l]iil’ (2), Was3, Z(1)),
P2—3v1 P3—1v2 where (104) follows from the chain rule and the fact that

To prove (93), we first partition all the past channel stat®1« U W.1 U W3, contains all9-flow messages except
realizationsz into three disjoint sets, depending on the valu®r W23, which, by definition (47), equal3¥;=3. (105)
of the Schedu“ng decision(t)' see (9) That is' for all € follows from the definition (86) and the nOﬂ-negathlty of

{1,2,3}, mutual information. (106) follows from that whe# € Zo,
the received symbdls_,;(t) C Y.1(t) is always erasure.
2i2{Z:0(t)=1}. The second term in the RHS of (106) satisfies
This partition can be done uniquely since the scheduling! (W23 Yao1(t) [ [Yaali™", (2), Wass, Z(1))
. . . . t_l
decisiono(t) is a function of Fhe past che_mnel staf -1 _ P21 [(Wass: You(t) | [Ya]t L, (2), Wass, Z(1)).
We now prove (93) depending on to whigh the realization DP2-3v1

vectorZ belong. Specifically, we will prove the following: (107)
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Proof of (107): For the ease of exposition, let us dende D-3. Proof of Claim 3

t—1 "
{[Yaa]i™, Was3}. Rewriting (107), we thus need to prove e provide the proofs for the (in)equalities (50) to (52) in

I(Wois; Yoo,1(t) |V, (Z),Z(2)) Claim 3. We first show the proof for (50).
D _ 108

= P W Ya 0]V @200 %P proot of (s0): Note that
P2—3v1

SinC?Z € Zp, we haveY,_,1(t) = Xs(t) o Z2-,1(¢). Since I(W,1; Wi, [Y,1, Z)7)
Z>,1(t) is independent oW,_,3, X5(t), V, and the random _ ) ) n
event(z), we thus have = [(War; Wi) +nI(W*1’ [Yer, 2] | Wa.) (117)
- =I(W.1; [Ya1, Z]7 | W) (118)
I(W2—>3 ) Y2—>1(t) |Va <z>’ Z(t)) — I(W*l . [Y 1 Z]rlz—l |W1 )
= Prob(Zos1(t) = 1) - I(Way3; Xa(t) |V, (Z ’
rob( ;Fvi; ) ))( (t§|\;?i;) 2(0)] ’<Z>)(109) + I(W.1; Z(n) | [Yer, Z)77, W)
= . : Z)).
P A Tame +1(Wat; Ya(n) | [Yor, Z7 1, Wi, Z(n)) (119)
By similar arguments, we can also prove that = [(Wea: [Yor, ZI" Y | Wha)
— *1 3 *1 1 *
[(Waos; Yau (1) |V, (2), (1)) + 1(We; Yar(n) | [Yor, 2171, Wi Z(n)),  (120)
= Prob({Z2H1(t) = 1} U {ZQH:;(t) = 1})

T(Wass: Xo(t) |V, (2) where (117) follows from the chain rule; (118) follows from

the fact the message®&,; and Wi, are independent with

= pasavi - L(Wass; Xo(t) |V, (2)). (110)  each other; (119) follows from the chain rule; and (120) can b
Equalities (109) and (110) jointly imply (108), which com-0obtained by showing that the second term of (119) is zero. The
pletes the proof of (107). ] reason is becausg(n) is independent oW, y, [Y.1, Z]! 1,
, , and Wi,.. By iteratively applying the equalities (119) to (120)
Then we observe tr_lat. the mutual information term on tr}sr t =n — 1 back tof = 1, the result (50) follows. 0
RHS of (107) also satisfies
I(Woss: You () | Y1l (2), Wiz, Z(¢ Secondly, we prove (51). The proof of (52) can be derived
(Waa; Yau(0)| [till]la /(2), W, 2(1) symmetrically by swapping the node indiczsind 3.
= H(You(t) | [Yea]i ", (2), Wo3, Z(1)
— H(You(t) | [Vl ™Y, (Z), Wa—3, Wai3, Z(t))  (111) Proof of (51): Note that
= H(Ya. (t) | [Y*1]§_17 (2), Wos, Z(t)) I(Wy3; Ws,, [Yis, Z]7)
— H(Y2.(t) | Y217 (2), W3, Wass, Z(1) - (112) < I(Was3; Winsye, War, Wa sy, [You, Y153, Z]T)
> H(You(t) | [Yau, Y317, (2), Was3, Z(1)) (121)
— H(You (1) | [You]i7 1 (Z), W3, Way3, Z(t))  (113) =I(Was35 Wispe, Woo, Woos, [You, Z]T) - (122)
= H(You(t) | [Yau]i 71, (Z), W3, Z(1)) =I(Was3; Waz) + 1(Wass; [You, Z]T | Wa3),
— H(You(t) | Y2l (7), Wosg, Wao0, Z()) - (114) ) (123)
= I(Wans: Yau) | [Ya i (2) W 2(1) (115)  — L(Wans i [Van ZH [ Was), (124)

= term[gi], (116) = [(Wasa; Y., 211 |Wﬁ—31)
where (111) follows from the definition of mutual informatio T Wons; Z(n) | Yo 21, Woss)

n—1
(112) follows from that () W,—5 U W, _,3 contains all the + 1(Wass; You(n) [ [You, Z]T 7, Wos3, Z(n)) - (125)
9-flow information messageWy; » 3., and (i) by Lemma 2, = 1(Wass3 [You, ZJ7 7 [Wos3)
both[Y.]{ " and[Y>.];" can be uniquely computed oncewe  + I(Wa_,3; Ya.(n) | [Yau, Z]7 1, Wy, Z(n)), (126)
know all the messageWw;; , 33, = W53 U W»_,3 and the

past channel realizatioms= [z]’~'. Therefore, the conditional Where (121) follows from the fact that adding the observatio

entropy remains identical even when we substifttg]. ' by Wi Was1, Waos, and [Yao]7 increases the mutual
[Y2.]i~"; (113) follows from the fact that conditioning reducednformation; (122) follows from Lemma 3 thatXy |7 is a
entropy; (114) follows from Lemma 3 that knowing the megunction of Wy, 5., [Y2.]7™", and [Z]7™", which n turn
sages{Wi., Ws.} C Wy, the received symbolgy,,]:~!, implies that[Y; ,s]7 is a function ofWy, 5., [Y2.]7"", and
and the past channel realizatiogs= [z]'~" can uniquely [Z]1 since[Y1 3|7 is a function of X, |7 and[Z]7. As aresult,
decide [X3]!, and thus also the received symbdig, ]\ removing[Y:_,3]} does not decrease the muj[u_a_l information;
(since[z]i ! is known). As a result, removingys.]i ! in the _(123) follows from the chain rule and the definition Wf5;—
first term of (113) will not change the conditional entropy (47); (124) follows from the fact the messag@é,_,; and

(115) follows from the definition of mutual information; andW23 are independent of each other; (125) follows from the
(116) follows from the definition (87). chain rule; and (126) follows from the second term of (125)
Jointly (106), (107), and (116) imply (98). being zero, sinc&(n) is independent oW >3, [Ya., Z]7 ',

The third casez € 23, is symmetric to the case afe Z,. and W5=3. By iteratively applying the equalities (125) to

The proof of Claim 2 is thus complete. (126), the inequality (51) follows. O
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APPENDIXE for every cyclically shifted(i, 7, k) tuple. Totally, we have3
PROOF OFPROPOSITION4 variables of the forns(¥ and12 variables of the formsl;,)C i
Without loss of generality, we assume that,; > 0 and 55511 o Nz(fg ., and 51(’2 Since eacts() may participate in

pi—x >0 for all (4,5, k) € {(1,2,3),(2,3,1),(3,1,2)} since more than one spI|tt|ng operations (127) and (128)", westhu
the case that any one of them is zero can be viewed asave that for all(i, j, k) € {(1,2,3),(2,3,1),(3,1,2)},

limiting scenario and the polytope of the capacity outerrabu ,

. " . . . 5(1) 4 5(1) ~(1) + g(l) 5(1) (131)

in Proposition 1 is continuous with respect to the channel gkivt T Sjki— = Skij+ T Skij,— ‘

success probability parameters. Th 50
o ; e following claim allows us to convert t ,
We first introduce the following Lemma. 20 9 I"%,ﬂ +0 Fjki,—

(i) i) (i)
. - . . ands values to the target tot values
Skij,+ kij 1] [c.4]
Lemmad. Given any R and the associated non-negative “*t: - any cycl|cally shifted(i, j, k) tuple given the
values{s(V} that satisfy Proposmon 1, we can always find DA ()
above four values Ot{s 5 5 } and the
15 non-negative valueé] and {t[C l]}l , foralli e {1,2,3}

Jki, 4+ °jki,— “kij,+> kz]
such that jointly they satisfy the groups of linear conditan

value of 5, we can always find another four non-negative
(6 46 () ()
Proposition 3 (when replacing all strict inequalityby <).  ValUeStc 1, tie/ay fie's) @ndie ) such that

One can clearly see that Lemma 4 implies that the capacity [(5)2] + t[(c)4] ~§1k)1 - (132)
outer bound in Proposition 1 matches the closure of the inner (i) (i) 500 133
bound in Proposition 3. The proof of Proposition 4 is thus t[C_’ 1 th[C_v31 ki, (133)
complete. t[(g)u + t[(g)4] = s,(ﬂ)J . (134)
Proof of Lemma 4:Given R and the reception probabilities, [(5)2] + t[(cZ)3] = 51(;)3 -, (135)
consider3 non-negative value$s(¥)} that jointly satisfy the (%) () () ~(43)
linear conditions of Proposition 1. and t[c 1 e T tey + ey = 8 (136)

We first chooset[(u]) £ RH”j:’ijHJ’“ which is non- Proof of E:Ialm (S)lnce the given values

negative by definition. Then defing? 2 s — ¢{i) for {80 8 a0 50 ) satisfy (131), consider the
all i € {1,2,3}. By (12) in Proposition 1, the newly con- foIIowmg two cases depending on the order of the two values

structed values{s ()} must be non-negative. Then, we caﬁm and 5;;) 4

rewrite (13) in Proposition 1 as follows: For &, j, k) € Case 1: s(,C > 5 We then construct four values

= kz 7+
{(1,2,3),(2,3,1),(3,1,2)}, we have )t t[(c>3], andt’,; in the following way:

p . = p = .
(Rj*)i + Rj*}ki) Jki +(Rk;*>1; + Rk*)ij) i (1) _ S(Z)
Pj—kvi Pk—ivj [c 11 = “kij,+>
<59 i+ 50 pros. oo = Siies
For each tupldi, j, k), define a constant,;;, as follows: ty =50 — 8,
N (R;—)z + Rj—>ki) —piiklch [(é)4] 0.
= :
ij ( Ry + Rﬁki) p?:k’i + ( Ryy; + R/Hij) pif:_?vjj The above construction clearly gives non- negatfyél to

t(cz)4 values. One can easily verify that the above construction
satisfies all the equalities (132) to (136) For example thxy o]
construction.’ )2 + t[(c)S] 4 -3\ @

= ayjp - 59, which satisfies (135).

For each tupleg(i, j, k), we will use oz, 5 and5*) to
define/compute more variables.

) 7/% + +5 kzy — S]kz + Skzy —
=7

Sijk,
~(ig) ! (k) Case 2: s(zk) < sgjl)ﬁ We then construct four non-
= QS 7,
ﬁ;“ al " ) negative values[(c)ll, t[(c)2]' t[(c)3], and t[c 4 in the following
zyk - (1 - aijk) ) way:
~(k ~(k
= (= )3, =
By the above construction, we quickly have MO S(z)
W (9) () fe,2) = "kig
e (. . ;
1gk + + Szgk _=S3 ! ’ (127) [(C 3] = 0
3 (k) _ (k) i (i
Sijkr T Sijh_ =38, (128) t[(c)4] _ 85;31 - S}(ﬂ)j -

and Again, the above construction leads to non- negaﬁt}ﬁ to

Diski _ .G ~(k i
(Rj—)i + Rj_ﬂﬂ-)p_'Lk_ < sg,)H “Dj—si T+ sgj,17+ * Pk—i; [(c n values that satisfy (132) to (136). Since the above two
I (129) cases cover all possible scenarios, the claim is thus provén

Pri; ~(5) (k) Using the above claim, we now prove that the constructed
Ri_;, + R )—J<s D 5 . ;,
( T vy IR Pimt T Sk, — " Phoi values{t[C 1 fg>2],t[<g>3],t[<g 42} for all < € {1,2,3} together
(130) " with the previously choseﬂ[u) b RisstBioitFis satisfy

Pi—jvk



the linear conditions of Proposition 3 (whenbeing replaced
by <).
To that end, we first notice that

7 1 [5]
b+t + tee + tos + to
[6]

o RZ—)] + Rz—ﬂc + Rz—)jk + g(z)
[7]

(4]

B Pi—jvk
- S(i)7

where the first equality follows from the definition q‘ﬂ]) and [
(136); and the second equality follows from the definition ofjg
50, Since the given values? for all i € {1,2,3} satisfy the

time-sharing condition (11) of Proposition 1, the time+shg

condition (15) of Proposition 3 must hold as well. [10]

Moreover, the second condition (17) of Proposition 3 ob-

viously holds by the definition of”). In the following, we "
prove (18) and (19) for the case whénj, k) = (1,2,3) and

other cases can be proven symmetrically. In other words, we
will prove the following equalities:

[12]
(R1—>2 + R1—>23) P12 < (t(é)l + t(é)3 ) * P12
Pi1-2v3 fe. 1] fe. 3] [13]
+ (t[(g,)Q] + t[(g’)gl) *P3—2,
(137) 14
(Rlﬁ3 + R1%23) ]% < ( [(cl)l] + t[(c )4]) P13
—2V

2 2 [15]
2+ t[(cv)4]) P2,

(138)

a(
By (133) and (135), we have

(e

[16]

1) P2+ (Hoh + k) - pae
Y
231,—
As a result, by (130) with the(i,j, k) substituted by
(2,3,1), we have proven (137). Similarly, by (134) and (132),
we have

( +@)
[c.1]
= §g11)2,+ ‘P13 + §§21)2,+ * P23

As a result, by (129) with(4, j, k) substituted by(3,1,2),
we have proven (138).

In summary, from the given valugs} for all i € {1, 2, 3}
satisfying the linear conditions of Proposition 1, we hage-c
structed15 non-negative value$t(z) t[c>1],t[<;?2],tfg?3],t[<g?4]}
for all ¢ € {1,2,3} such that they jointly satisfy the linear
inequalities of Proposition 3. The proof of Lemma 4 is thus
complete. O |23

[17]

‘P12 t+ Eg)l_f * P32
[18]

[19]
e )41) Pios (t[(c2,)21 + t[(c2,)41) P23
[20]

[21]

[22]
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